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Large Language Model

This is an orange cat.

Projection
Could you help me identify 

the breed of this cat?
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Contrastive Language-Image Pre-Training





This is 
an image 
of dog.

Challenges



An Inverse Scaling Law for CLIP Training



Our Recaption Pipeline
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Synthetic Caption (Full)
The image features an adorable orange tabby kitten with a compact and fluffy body perched on a wooden ledge. Its fur is a warm

orange color, paired with a white chin, chest, and paws, creating a striking contrast. The kitten‘s eyes are large, round, and a soft

shade of orange or brown, giving it an inquisitive expression. The ears of the kitten are perked up, indicating alertness, and they

catch the sunlight, making them appear slightly translucent. The wooden ledge is weathered and light-colored, adding to the overall

charm of the scene.

Synthetic Caption (partial)
The image features an adorable orange tabby

kitten with a compact and fluffy body perched

on a wooden ledge. Its fur is a warm orange

color, paired with a white chin, chest, and paws,

creating a striking contrast.

Web Caption
An orange cat that is 

sitting on a ledge.

CLIPS



This is 
an image 
of dog.

Challenges





OpenAI’s CLIP-L/14



Google’s SigLIP-SoViT/400M



EfficiencyDataAlgorithm
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Ablation: Visual Encoder Sizes



Ablation: Patchification Size



Ablation: SmolLM-135M

More 
Stage 2 
Data

More & Better 
Stage 3 Data

Much Higher 
Resolution
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