OpenVision
A FUlly-Open & Cost-Effective Family

of Vision Encoder For MultiModal Learning
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C Synthetic Caption (Full) A

The image features an adorable orange tabby kitten with a compact and fluffy body perched on a wooden ledge. lIts fur is a warm
orange color, paired with a white chin, chest, and paws, creating a striking contrast. The kitten‘s eyes are large, round, and a soft
shade of orange or brown, giving it an inquisitive expression. The ears of the kitten are perked up, indicating alertness, and they
catch the sunlight, making them appear slightly translucent. The wooden ledge is weathered and light-colored, adding to the overall
charm of the scene.

\ Y
Re-caption

LIPS \ o /

M= contrast Text Encoder
Encoder

4 Synthetic Caption (partial) A Web Caption
The image features an adorable orange tabby An orange cat that is
kiten with a compact and fluffy body perched sitting on a ledge.

on a wooden ledge. Its fur is a warm orange
color, paired with a white chin, chest, and paws,
\creating a striking contrast. /




MLLM Benchmarks

MME, SEED, MMVet, POPE, OCR, ...

G EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEESE

Evaluation







70

60|

OpenAl’s CLIP-L/14

TextVQA
—

68.3 09.4

67.4 68.2

OUT
co0o0o0
© 000
0000
© 000
coo0o0
©o0o0o0
ococo0o0
© 000
0000
© 000

ChartQA

700 680 100

60|

|
o |
()

63.1

SEED

r-733733
70| I
of
= )
70 o e e lOA

64.4 64.5 I
60|
50| ]

(E

72:2

0000
0000
ocoo0oo0o0
0000O0
0000
0000
o000
0 00O
ocoo0o0

0000
o000

63.4

oo0o0o0
© 000
cooo
0000
0000
p O OOO
0000
0000
o000
p O OO0O

0000

61.3

72.9

62.9

OCR.

f?47 5;5 54.0

0o0co0O0
pooogd
0000

D OO Oo(
0000
booogdg

co0o0o0

50|

40|
P OOO¢(
0000

30 k —— , uoooooooc

MMVet

49.4

40.5

86.8



Google’s SigLIP-SoViT/400M

TextVQA ChartQA - OCR.

70 —68.30%:4 67.4 68.2 |70 5.0 00 [ I 307 535 (54,0
oo | ©c000|49 4 I
L | - ji 1:? 50 I Lo e
cooo b 0 0 0 d
60 booo (111 I I oloioiol| | [ I
I ooooo‘:’oo | i 40 I °°°°°°°°‘. L
ocooo| 50 H—H boood
0ooo | A oo ool | | [ ||
50 k oooooooo T ] 30 kaoooooooc, | J

MME SEED MMVet

—
100 97.1 - 73.3 73.3 r72_2 72.9

coioroll | IT1 !
I boooqg 40
ocooo |
poooqg
cooo |
b 000 o
e oolo 1 30
booog
cooo | ,
b 000 0
koooo I

|90

90

80

80
64-4 64.5 63.4

62.9

70 1nmy
I )oooooooc I 80

60 )oooooooo T
k)oooooooc | , 70







Ablation: Visual

-ncoder Sizes

Table 6: Performance of OpenVision encoders at different scales with Llama3-8B under LLaVA-1.5.

Vision Encoder # Res. | # Params. CﬁLIP-BEEtC;l Text VQA | Chart QA | OCR. MME SEED | MMVet | SQA | GQA | POPE
OpenAI-CLIP-L/14 | 224 303.7"M 75.5 | 36.5/56.3 56.1 13.2 177 1443/306 | 66.0 32.8 73.4 | 60.8 85.0
L/14 224 303.7M 78.4 | 55.3/75.2 /S (e R —— | 1482431 e | i) . 2ty el | mldea) Oy
H/14 224 632.1M 80.4 | 57.4/77.0 57.9 13.6 330 1501/308 | 69.3 35.8 759 | 619 87.0
B/16 224 87.4M 737 | 51,1716 | 54.1 11.8 262 1496/293 | 68.2 30.9 744 | 61.6 86.6
S/16 224 22.4M 65.9 | 43.6/64.5 51.8 11.0 202 1348/264 | 65.5 24.6 71.8 | 60.1 84.6 I
Ti/16 224 5.9M 49.6 | 50.0/30.4 48.9 11.7 128 1273/282 | 59.9 21.8 71.8 | 574 82.0 N




Ablation: Patchification Size

Table 5: Impact of different patch sizes in LLaVA-1.5. Smaller patch sizes generally improve performance.

Vision Encoder | Patch Size | Text VQA | Chart QA | OCR. | MME | SEED | MMVet | SQA | GQA | POPE

Ti 16__ 202 | 116 | 139 | 13297280 ) 620 | 214 | 73.1 | 580 | 828
T 8 1 e [ _T5 [ 23 [383510] 663 ] 251 1731|307 [ 853 ]
S ~o— 243 . _120__ |_235 | 13933 S75 288 L7320 OL6 L8370
S T8 1593 _| _159 _|_310_| 14495303 | 703 | 325 | 747 | 62.0 | 87.1_ )
B 16__ 579 | 145 | 293 1432/3 698 | 332 | 735 | 628 | 87.8
B 8 612 — | 1732|7345 15451299 | 718" 355 T 740 | 63.0 ] 870 )




Ablation: SmolLM-135M

Stage 2 | Res. | Stage 3 Data Scale | TextVQA ChartQA OCR-VQA MME  SEED-Bench MM Vet
(1) Scale Stage 2 Data: x1, x2, x4, x6, X8 (fix resolution=384, Stage 3=LLaVA (665K))

SQA GQA POPE

[ x1 384 33.2 10.3 194 743/212 48.8 158 382 542  85.0)
X2 384 | T T T T T AT T 106 T T00 T TR0 T 500 T 164 T 3100 543 851
More x4 384 | LLaVA (665K) 34.7 10.2 204 760/210 48.2 163 339 544 847
St 5 X 384 34.7 10.1 223 806/201 47.4 158 375 539 846
age rx8 384 | 354 10.8 234 788/215 45.1 164 356 542 847
Data (2) Scale Stage 3 Data: LLaVA (665K), LLaVA-Next (IM), LLaVA-One (3M) (fix Stage 2=x8, Res=384)
Mor'e & Be'”b@r' 4 aVA:Next (1M)_ =345 200 284 869219 ___ 508 ___ 164320 539 384
St 3D x8 384 | LLaVA-OneVision 3M) |  36.3 31.3 319 1051/248 41.6 207 376 533  84.6
age a (3) Scale Input Resolution: 384 —448 —512 —672 —768 (fix Stage 2=x 8, Stage 3=LLaVA-OneVision (3M))
x8 448 37.0 34.9 333 907/246 413 181 368 535  85.0
. 8 512 . 38.2 372 347 886/226 39.3 208 390 539  86.0
Much ng her; g7z | MLAVAOneVision GM) | = 55 5 432 355 _1126/203 46.6 188 437 533 _ 855
x8 768 40.6 447 382 10807242 458 220 395 532 8631
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