
Design Details:
[Data] Adversarial instruction-following data:

Mix negative and positive data samples with grounded instance to enhance 
the model’s discriminative understanding

[Data] Diverse instruction-following data:
Use ChatGPT and its in-context learning ability to diversify the instruction 
styles to enhance model’s generalization.

[Model] Relation-Augmented Projector:
Fuse scene-level, position embeddings, and unified object features to 
obtain relation-aware object-centric features.

[Model ]Relation-Augmented Projector:
Use dual object-id and post-vision order to enhance ID-Feature connection.

Design Overview: 
● Data Engine:

○ Adversarial 
instruction-following 
data

○ Diverse 
instruction-following 
data

● Model Improvement:
○ Relation-Augmented 

Projector
○ Sequence Organization

Contributions: In this paper, we introduce Robin3D, a powerful 3DLLM trained on large-scale 
instruction-following data generated by our novel data engine, Robust Instruction Generation 
(RIG) engine.
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ExperimentMotivation

 

Background: Aims to build a  3D Large Language Models to serve as a general-purpose 
assistants in the 3D real world. 

Method

Bottleneck: However, their data still lack robustness in two aspects: 1) Most of the existing 
instruction data consist of positive pairs, lacking adversarial or negative samples. 2) Current 
instruction data lack diversity in language styles.

Related works: In contrast to the versatile image-text pairs employed for training 2D MLLMs, 
collecting 3D instruction-following data for 3DLLM remains a significant challenge. Existing 
works have made progress in generating more instruction data by ChatGPT, or rule-based 
methods.

(The above analysis are largely motivated by the derivations in Diffusion Classifiers.)
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