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Background
Challenge：
(1) Existing methods usually focus on mining visual features of targets, which struggles to cope with 
complex and diverse detection scenarios.
(2) Semantic text–image models excel in generic detection but perform poorly on infrared small targets,  
mainly due to ambiguous categories invalidate existing data annotation and feature fusion methods.
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Fuzzy Semantic Text Prompt For IRSTD

Ø In generic target detection, researchers 
usually directly describe specific categories of 
targets.

Ø IR small targets are usually presented as 
bright spots without specific categories, using 
existing text prompts causes incorrect text-
image matching relationships.

Ø We propose a novel fuzzy semantic text 
prompt for  IRSTD, which inc ludes two 
templates: scenario description and task 
descript ion, which not only establ ishes 
correct and robust matching relationships, but 
also provides more semantic associations. 
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Method
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Experiments
Quantitative results of different methods. The best values are highlighted with bold, the second best values 
are underlined.
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Experiments
Visual results of different IRSTD methods. The red, blue, and yellow boxes represent correctly detected 
targets, missed targets, and false detections, respectively
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