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Nanjing University           zhoudw@lamda.nju.edu.cn We train task-specific adapters and introduce an entropy-

based selection mechanism;
 We propose an adapter fusion strategy to construct a 

universal adapter, which encodes the most discriminative 
features shared across tasks;

 We combine the most confident task-specific adapter with 
the universal adapter to enhance prediction accuracy;

 State-of-the-art experimental results on benchmarks. 

Highlights

Class-Incremental Learning with Pre-Trained Model

Multi-Stage Adapter Fusion
Key idea
 Train an adapter for each incremental task to encode the task-specific 

information.
 Fuse these task-specific adapters into a universal adapter, which amalgamates 

cross-task knowledge while preserving domain-invariant representations.

Adapter Selection via Prediction Uncertainty

Key idea 
 Select the most suitable adapter according to entropy.
 Combine task-specific adapter with the universal 

adapter during inference.

State-Of-The-Art Results

Current Solution

Using PTM as the initialization, we need to sequentially 
learn new classes and do not forget old ones.

Trains task keys and prompts; selects 
prompts via key matching at inference.

Can we achieve precise module selection while utilizing 
general knowledge shared across tasks?

Main drawbacks 
 Performance is highly sensitive to 

the accuracy of retrieved task-
specific prompts during inference.

 The overemphasis on task-specific 
prompts hinders the capture and 
leverage of general, transferable 
knowledge across tasks.

Conclusion
TUNA can unify task-specific and universal information in a 
unified framework, achieving a new SOTA in PTM-based CIL.
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