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ALHVR: Background

MethodBackground Experiments

Medical image segmentation is the process of automatically distinguishing and labeling 
different tissues or lesion regions in medical images.

Importance of Medical Imaging:

• Reflects the internal structure of the 

human body

• Assists in disease diagnosis

• Supports surgical planning

• Enables postoperative evaluation
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➢ Supegrvised models require large labeled datasets

➢ Medical image labeling is costly and time-consumin



ALHVR: Motivation
Motivation 1: Which regions have higher learning value for semi-supervised medical image 
segmentation？

Prediction1 Prediction2Label

Region1 Region2 Region3

Image

Region1: reliable and stable regions (Easy regions)

Region2: reliable and unstable regions (Harder regions)

Region3: unreliable and stable regions (Harder regions)

UA-MT focuses on Region 1 
with low value of entropy

FixMatch focuses on Region 1 with 
high confidence

MethodBackground Experiments



ALHVR: Motivation

Motivation 2: How to design different learning strategies for these various high-value regions？

⚫ High-frequency information uses a 

small filtering window

⚫ Low-frequency information uses a 

large filtering window

Region2:

⚫ One prediction is good while the other is poor, maybe we 

should use the good one to supervise the poor one. 

Besides, prototype provides global information

Region3:

⚫ The two predictions are both poor with low confidence, 

maybe we should use ensemble strategies to obtain a 

better supervised signal.

Region1: reliable and stable regions (it is better than 
R1+R2+R3, Easy regions)
Region2: reliable and unstable regions (it is better than R1, 
Harder regions)
Region3: unreliable and stable regions (it is close to R2, 
Harder regions)

Discovery 1: harder regions have higher learning value 

Discovery 2: different regions 
should use different strategies 

An example of image filtering:

MethodBackground Experiments



ALHVR: Method

Contribution 1: The high-value regions are 

grouped into Region 2 and Region 3
Con is confidence map

CG-CPCL: confidence-guided cross-prototype consistency learning

We use MSE loss and entropy regularization

We use CE loss and prototype consistency

Contributions:

Contribution 2: CG-CPCL is used for training 

Region 2 and DTCT is used for training Region 3
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The red line denotes CG-CPCL(prototype, R2 unstable) and 
blue line denotes DTCT (competition, R3 unreliable) 
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ALHVR: Experiments

05

Overall experiments:

Background Our studies Experiments



Thank you for watching

Adaptive Learning of High-Value Regions for 

Semi-Supervised Medical Image Segmentation
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Paper Link : https://sust-reynole.github.io/download/ALHVR.pdf

Code Link: https://github.com/ziziyao/ALHVR.
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