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● Problem & gap: Single-view 3D clothed human reconstruction breaks under 
occlusions—current SMPL-, NeRF-/3DGS-based, and LRM methods yield 
fragmented, multi-view-inconsistent results and rely on costly supervision; 
multiview capture is impractical.

● Method (CHROME): A two-stage pipeline: (i) multiview diffusion with off-the-shelf 
pose control synthesizes consistent, de-occluded views from a single occluded 
image; (ii) a 3D Gaussian reconstructor, conditioned on the occluded input plus 
synthesized views and trained with 2D photometric loss, builds a coherent 3D 
model—no SMPL/3D GT required; stereo extension supported.

● Outcomes: Occlusion-resilient, multiview-consistent geometry and texture 
enabling robust novel-view synthesis, with strong results in both in-domain and 
zero-shot settings.
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Stage-1 (Diffusion): From a single occluded image, a pose-controlled latent 
diffusion model—conditioned on VAE features of the visible regions and ControlNet 
with 2D poses (from a 3D pose estimator)—synthesizes four de-occluded, 
cross-view-consistent images.
Stage-2 (Reconstruction): A UNet-based reconstructor takes [occluded input + 
synthesized views] and predicts a 3D Gaussian field, differentiably rendered to 
enforce cross-view geometric/texture consistency and enable novel-view 
synthesis.
Training & robustness: End-to-end fine-tuning (Zero123++ init) on rendered 
human scans with synthetic occlusions, supervised only by 2D 
photometric/perceptual/silhouette losses—no SMPL/3D GT—yields 
occlusion-resilient reconstructions and supports multiview inputs.
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Qualitative Results



Qualitative Results (in-the-wild)



Extension to Stereo Reconstruction 


