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Why CLIP Fails on Unseen Data?

➢ CLIP is strong on zero-shot 
benchmarks.

➢ But on unseen datasets, 
visual–text alignment 
becomes unstable.

➢ Some visual information 
dilute alignment, leading to 
wrong predictions.

Root question: Is all visual 
information useful?

<cls>
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Not All Tokens Are Equal

➢ Token influence is uneven: many 
low-attention tokens are class-
irrelevant or ambiguous.

➢ Surprisingly, dropping them even 
improves visual–text alignment.
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Token Condensation as Adaptation 
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Domain-aware Token Reservoir
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Mining Good Tokens as Guidance

t

t+1

t-1

Each domain has tokens that align well.

➢ What to store? A per-class priority queue keeps the 
top-M most reliable domain anchors. Each item 
stores the entropy and the <cls> tokens as anchors. 

➢ How are anchors used?
- Guide token reduction.
- Correct the distribution of logits.

FIFO
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Cross-head Token Reduction
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Select Visual Token Wisely

➢ Our goal
Training-free, efficient online 
adaptation → choose better tokens, 
not tune parameters.

➢ Vanilla pruning issues:
1. <cls> may misalign → irrelevant 
tokens remain.
2. Averaging across heads → outlier 
heads dominate, hide useful info.
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Select Visual Token Wisely

➢ Step 1 — Domain-aware token 
evaluation: Use the sampled 
domain anchor to refine 
attention by

➢ Step 2 — Cross-head consensus 
scoring: Compute S𝑖

ℎ𝑒𝑎𝑑 =
1

𝐻
σℎ 𝑟𝑎𝑛𝑘ℎ(𝑖) . Tokens that are 

consistently high across heads → 
robust to outliers.

➢ Step 3 — Prune & Merge.
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Anchor-Guided Logits Correction
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Basic idea: Use stored domain anchors 
as token-level classifiers to nudge 
predicted probabilities.

Mechanism:
• Compare current sample’s <cls> 

tokens with stored anchors.
• Scale similarities across layers.
• Adjust logits accordingly.

Scaling coefficient 𝑃 = [exp(
𝑙

𝛽
)]𝑙=1
𝐿 , β controls layer emphasis. 

(small β → shallower layers; large β → deeper).
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Anchor-Guided Logits Correction



Experiments – Overall Performance
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Experiments – CLIP
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✓Batch size = 1
✓ Lower FLOPs!
✓No parameter updates required!



Experiments - SigLIP
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Thanks for listening ☺ 
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