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Contributions

We propose a Frequency Enhanced Module that employs Discrete Cosine Transform (DCT) to
decompose skeleton motions into high- and low-frequency components, allowing adaptive
feature enhancement to improve semantic representation learning in ZSSAR.

We introduce a novel Semantic-based action Description (SD), comprising Local action
Description (LD) and Global action Description (GD), to enrich the semantic information for
improving the model performance.

A Calibrated Cross-Alignment Loss is proposed to address modality gaps and skeleton
ambiguities by dynamically balancing positive and negative pair contributions. This loss ensures
robust alignment between semantic embeddings and skeleton features, improving the model’'s
generalization to unseen actions in ZSSAR.

Extensive experiments on benchmark datasets demonstrate that our framework significantly
outperforms state of-the-art methods, validating its effectiveness and robustness under various
seen-unseen split settings.



Problem Formulation

Task. Zero-Shot Skeleton-based Action Recognition (ZSSAR) aims to classify actions
from unseen categories using knowledge learned from seen categories.

Dataset and notation.
D = {(X;,Ci, A}V,  X; e RIX3*FxM

X;: skeleton sequence (with J joints, 3D coords, F frames, M subjects); C;: action
category; A;: GPT-generated semantic description.

Seen/unseen splits.

D¢, (seen classes Cs), Dy, (unseen classes C,), Dy, (seen classes).

C =Cs UC,, CsNC, =3.

Each action category is associated with a semantic description A;.
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fs: Skeleton feature fr: Text feature  zg: Skeh;ton embedding feature  z;: Text embedding feature
g5 Skeleton feature generated from skeleton data  gf: Text feature generated from text data
gz Text feature reconstructed from skeleton data
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Frequency Adjustment

Scaling function for low-frequency components:

Sj(-S-g(i) i <

g(i)=1+w(1-})

» S,: low-frequency components capturing global motion patterns (e.g., torso and
limb movement).

» g(i): gradually decreasing scaling function, ensuring smooth enhancement within the
low-frequency range.

» b: adjusting parameter that controls how enhancement strength reduces as
frequency increases.

» w;: learned weight adaptively amplifying the most discriminative frequencies.



Frequency Adjustment

Scaling function for high-frequency components:

Sh<—S-g(.*'), f>(,0

g(i)=1—w; (1—%)

» S, high-frequency components capturing fine-grained details (e.g., finger, wrist,
rapid motions).

» g(i): progressively reduces suppression as frequency increases, avoiding
over-attenuation.

» b: normalization factor ensuring smooth suppression transition across frequencies.

» w;: learned weight adaptively modulating suppression for different high-frequency
components.



Semantic-based Action Description

Action

Baseline Description

(:lobal Description (Ours)

Local Description (Ours)

Eating Meal/Snack

to put food in your mouth, bite
it, and swallow it

to pick up food with your hand or utensil,
move it to the mouth, and chew

pinch and move the hand up to the head

Brushing Teeth

to clean, polish, or make teeth
smooth with a brush

to move a toothbrush back and forth inside
your mouth

move the hand up to the head, then tremble
the wrist

Brushing Hair

to clean, polish, or make hair
smooth with a brush

to run a brush or comb through your hair to
smooth it

move the hand up to the head, then move
the hand downward

Dropping an Object

to allow something to fall by ac-
cident from your hands

to release an object, letting it fall freely to

the ground

release the hand in front of the middle of
the body

Ji=

_ Concat( faL, fLD, fGD)
|Concat( faL, fLD, fap)|




Calibrated Cross-Alighment Loss

1. Calibrated Alignment Loss

A 1 A 1
L ien — —~ + —
T B ; 14 exp(||ft(s)—g§u—}||i—||ft(f)—gf(f)||2) B ; 14 exp(”fs(”—gﬁ“_)”2;”&("’—35(")”2)

2. VAE Reconstruction Loss
LYyae = Eq, (z16)llog po(fs|zs)] — BDke (qu(zs|fs) | pg(zs|fs)) . Lvae = LYag + LYae

3. Overall Loss

cali __
LA = Lvae + aLjign

Notation:

» (i), fs(i): text and skeleton encoders

» g7(i),gl(i): skeleton — text and text — skeleton projections
» /: negative sample of / in the batch
>

A: temperature parameter controlling alignment sensitivity



NTU-60 (ACC,%) | NTU-120 (ACC,%)

Methods Venue 7S split | 48712 split | 110710 split | 96/24 split
ReVISE[10] | ICCV2017 | 539 175 55.0 324
JPoSE[42] | ICCV2019 |  64.8 28.8 51.9 324
CADA-VAE[35] | CVPR2019 | 76.8 29.0 59.5 35.8
SynSE[15] | ICIP2021 | 75.8 333 62.7 38.7
SMIE[48] | ACMM2023 | 78.0 402 613 423
STAR[7] | ACMM2024 | 81.4 45.1 63.3 443
GZSSAR*[27] | 1CIG2023 | 833 49.8 72.0 60.7
PURLS[49] | CVPR2024 | 79.2 41.0 72.0 52.0
SA-DVAE[28] | ECCV2024 | 82.4 41.4 68.8 46.1
Ours' \ 84.2 526 712 61.9
Ours \ 869136 | 57214 | T4dpos | 62515

Zero-Shot Learning Results. The highest values are highlighted in red, while the second-highest values (from other works) are
marked in blue. * indicates the reproduced results of the released codes. T denotes the use of only wi for frequency coefficients.

Methods Venue NTU-60 (55/5 split) NTU-60 (48/12 split) NTU-120 (1 1O/10 split) NTU-120 (9624 split)

’ Seen Unseen H Seen Unseen H Seen Unseen H Seen Unseen H
ReVISE] Y] 1CCY 2017 74.2 34.7 292 62.4 208 312 48.7 448 46.7 497 251 333
JPoSE[42] ICCY 20109 644 50.3 56.5 60.5 206 308 47.7 46.4 47.0 386 22.8 287
CADA-VAE|35] CVPR 2019 069.4 61.8 65.4 513 27.0 354 47.2 19.8 48.4 41.1 34.1 37.3
SynSE[15] ICIP2021 61.3 56.9 5940 522 279 363 525 57.6 549 56.4 322 41.0
STAR|7] ACMM2024 69.0 69.9 0694 62.7 37.0 46.0 5949 5279 56.1 51.2 36.9 429
GZSSARF[27] 1CIG2023 608 T0.7 68.7 54.8 41.4 47.1 58.1 57.8 58.0 592 459 1)
SA-DVAE[2E] ECCV2024 62.3 T0.8 663 50.2 36.9 42.6 Gl 59.8 604 588 358 44.5
Ours’ ! 76.4 61.9 6H8.4 574 435 49.5 55.7 66.8 607 587 483 530

Ours ! 77.00 74.513.7 73.716.3 56.2 48.617.2 321150 59.2 67.915.1 63.312.9 57.8 31.946.0 347130

Generalized Zero-Shot Learning Results. The highest values are highlighted in red, and the second-highest values (from other
works) are marked in blue. H represents the harmonic mean. 9
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Accuracy difference for seen-unseen actions compared to baseline, it show

outperforming recognition results on the most of unseen actions.
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