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Few-shot Class-incremental Learning (FSCIL)

 Setting

◼ Base session: abundant samples

◼ Novel sessions: N-way K-shot

◼ Minimal samples and incrementally adaptation

 Task

◼ Classification incrementally on all encountered classes

 Difficulty

◼ Overfitting

◼ Catastrophic forgetting 



Phenomenon

 Base session accuracy improves with the increase 

of prompt number, while novel session decreases

 Contribution

◼ Study pool-based prompt learning methods for FSCIL

◼ Reveal the token-dimension saturation in pool-based 

learning

◼ Propose a method that leverages spatial information 

while avoiding token dimension saturation



Interpretion

 Global Attention of the CLS token

◼ Information that prompt pool contains is limited by the 

training data size



Interpretion

 Individual Attention of Each Prompt in the Pool

◼ Each prompt in the pool competes with each other to 

encode the task-relevant information

 Limited Training Samples Lead to Token 

Dimension Conflict and Saturation



Method

 Local Spatial Prompting

◼ Capture fine-grained spatial features while preventing 

catastrophic forgetting

 Global Spatial Prompting

◼ Enable holistic pattern learning while avoiding token-

dimension saturation



Experiments

 State-of-the-art performance



Experiments

 Ablation Study



Experiments

 Verification and Visualization Results



Experiments

 Verification and Visualization Results



Thanks!
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