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AI-Video Detection: Background

2017 2025

➢ AI-generated Videos: from GANs to Diffusions

• More diverse scenes

• Advanced authenticity

• Unseen generators 

• Unclear detection principle

• Biased datasets

• Limited computing resources

V.S.
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AI-Video Detection: Motivation

➢ Existing Limitations - Temporal Artifact Analysis Gap

Image Sources - Detecting and Simulating Artifacts in GAN Fake Images - Breaking Semantic Artifacts for Generalized AI-generated Image Detection  

How about

temporal artifacts?• Statistical Attribution (Spectra domain modeling)

• Example: Spectral artifacts analysis

• Low-level Artifacts (Pixel domain modeling)

• Example: Up-sampling artifacts



AI-Video Detection: Analysis

Second-order system 

(Newtonian mechanics)

Second-order Central Difference to 

approximate the acceleration

2nd-order 

flow

2nd-order

semantics

➢ Temporal artifacts based on Newtonian mechanics

• Synthetic videos exhibit hyper-smooth transitions violating Newtonian dynamics 

(e.g., unnatural acceleration patterns)

• Realistic scenarios can be simulated using second-order systems.



AI-Video Detection: Analysis

2nd-order Flow

➢ Real: Perturbations in local regions

➢ Generated: Smoother regions overall



AI-Video Detection: Method

➢ Using pretrained visual encoders to 
extract features by frames.

➢ Using second-order differential 
feature to realize general detection.

➢ Real videos contain high-
order features 

➢ AI videos contains unusual 
high-order features



AI-Video Detection: Method

➢ Zero-order Feature
use visual encoders to extract 

features by frames 

➢ First-order Feature
Calculate inter-frame differences 

via L2 Distance

➢ Second-order Feature
Detection metric: Standard deviation 

of second-order features



AI-Video Detection: Method

• Use visual encoders to 

extract features by frames 

• Calculate inter-frame 

differences via L2 Distance

• Evaluate standard deviation of 

second-order features



AI-Video Detection: Results

➢ We perform the detection experiments on baselines and our training-free
method across 4 different datasets: GenVideo, EvalCrafter, VideoPhy, and VidProM.
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AI-Video Detection: Results

➢ We perform the detection experiments on baselines and our training-free
method across 4 different datasets: GenVideo, EvalCrafter, VideoPhy, and VidProM.

➢ Existing video generators cannot accurately model the second-order features 

of real videos.

➢ We can realize accurate detection by calculating the second-order features 

using mathematical methods.



AI-Video Detection: Results

➢ We conduct an ablation study to see how the choice of visual encoder 
and first-order calculation method affects D3's performance.

➢ L2 Distance contains more inter frame features.

➢ Large-scale, pre-trained encoders (e.g. CLIP or XCLIP) perform better.

➢ Nonetheless, lightweight visual encoders still possessing excellent performance.



AI-Video Detection: Results

➢ We compared the robustness to post-processing operations and real-
time efficiency of the baselines and D3.

➢ D3 demonstrates strong robustness and computational efficiency

➢ Attributed to second-order feature hypothesis and training-free framework. 



Thank you for listening!

Wechat arXiv github
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