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Background

l Solution: Build DiffVERI dataset and propose VehicleMAE for pre-training

Target

l Vehicle Re-ID: Match same vehicle across different views

l Challenge: Large intra-class variation due to viewpoint changes

l Problem: Lack of large-scale multi-view vehicle datasets



DiffVERI Dataset

Pipelines

l Synthetic data generation using 
DreamBooth (diffusion model).

l 1.7M+ images with multi-view semantic 
annotations.

lData filtering via YOLOv7 and manual 
annotation.

lMulti-view segmentation using fine-tuned 
SAM model.



DiffVERI  
DiffVERI  Benchmark

l Comparison of the statistics between 
DiffVERI and other public vehicle 
Re-ID datasets. In contrast, DiffVERI 
is currently the largest multi-view 
vehicle Re-ID benchmark

l Some synthesized instances and multi-
view annotations. The two adjacent 
rows represent the synthesis images of 
multiple view ranges for two vehicle 
identities and the corresponding view 
masks.

Comparison 

Dataset Example



VehicleMAE  



View-asymmetry Masked Image Modeling 
(VMIM

VMIM consist of two submodules: 
(a) The asymmetric mask sampling strategy in VMIM module generates a pair of visible maps 
without overlapping patches to create diverse preservation clues for reconstruction tasks. 
(b) Illustration of the identity-related region reconstruction in terms of ϕ1.



Experiments

l Datasets: VeRi-776, VehicleID

l Metrics: mAP, Rank-1, Rank-5

l Quantitative comparison：
Our method delivers the best mAP and Rank 

accuracy for both supervised and unsupervised 
settings. The noticeable performance improvement 
implies that the masked image modeling based on 
VehicleMAE is better suited for downstream tasks 
of vehicle Re-ID.



Qualitative Comparison

l Feature Distributions: The first figure 
displays two visualization examples of 
the feature distribution at the patch-
level extracted by Baseline and 
VehicleMAE. 

l Distance Distribution: Next figure 
further explores the distance metirc 
performance of different pre-training 
models on positive and negative 
sample pairs. 



Conclusion
This paper releases DiffVERI, a large-scale multi-view vehicle Re-

ID dataset for learning view-invariant representations, and proposes a 
masked image modeling pre-training paradigm termed VehicleMAE 
specially for vehicle Re-ID downstream tasks. VehicleMAE first 
proposes a VMIM module that attempts to apply two homogeneous 
MAEs to predict the RGB pixels and multi-view semantic clues of 
vehicles in pairs, thereby gaining diverse multi-view inference 
capabilities. Subsequently, to facilitate learning collaboratively, a 
PPMD module is designed to progressively exchange knowledge with 
each other. Extensive experiments demonstrate that equipping our pre-
training model can achieve competitive performance in generic vehicle 
ReID downstream tasks. Future work contributes to further expanding 
VehicleMAE into a unified multimodal pre-training paradigm.


