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❖ Intermediate attention refinement does not yield

improvements in the final segmentation results.

❖ Intermediate semantic coherence is not preserved in the

output, leading to suboptimal segmentation.

Motivation

Observation

Method

➢ (Step 1) Stand-alone intermediate attention isolation:
➢ Use an uniform attention to catch the interference of 

downstream operations.

➢ Purify the contribution of intermediate attention.

➢ (Step 2) Confidence-based sparse attention
➢ Suppress irrelevant patches while amplifying semantically 

coherent ones for the output similarity map.

➢ (Step 3) Feedback self-adaptive attention
➢ Feed the sematic coherence at the output back to 

intermediate attention maps.

➢ Better sematic coherence preservation.

Our method improves four baselines across three backbone 

architectures and is validated on 33 intermediate attention 

configurations.

Implementation

Our code is available

Main results

Visualization

Intermediate attention and final segmentation when integrated into ProxyCLIP.

Distribution of pruning ratios across 

datasets, illustrating adaptive pruning.

Integration with MaskCLIP with and 

without stand-alone attention isolation.


