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MaSkCLIPECC\.-“jg [()7] . 23.6 20.6 74.9 26.4
+ FSA : 31.0 29.2 78.3 34.2

SCLIPg vy [46] . 30.4 30.5 80.4 34.2
+ FSA : 33.3 33.9 82.8 36.8

le:ElI‘CLIP]:CCV'QJr [26] . 32.6 33.0 80.9 35.9
+ FSA : 36.6 33.2 81.3 33.8

PI‘OX)/CLIPECC\.!'H [27] . 35.3 37.5 80.3 30.1
+ FSA (Ours) : 36.1 38.0 82.3 39.9

MﬁSkCLIPECC\;"EQ [67] . 11.7 7.2 294 12.4
+ FSA : 26.8 27.8 73.9 29.4

SCLIP,. v [40] . 23 25.0 69.1 252
+ FSA . 27.8 30.8 79.9 30.3

+ FSA : 30.8 279 80.4 30.2

PI'OX)/CLIPECC\;'E_L [27] . 34.5 39.2 83.2 37.7
+ FSA (Ours) : 34.9 40.2 84.1 38.1
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** Intermediate semantic coherence Is not preserved In the
output, leading to suboptimal segmentation.

MaskCLIP FSA w/o iso.

Visualization
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f Intermediate attention and final segmentation when integrated into ProxyCLIP.
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f Distribution of pruning ratios across
datasets, illustrating adaptive pruning.

Integration with MaskCLIP with and
without stand-alone attention i1solation.

FSA w/ 1s0.



