St4RTrack: Simultaneous 4D Reconstruction and Tracking in the World
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Given an RGB video capturing dynamic scenes, St4RTrack
simultaneously

1) tracks the points from the initial frame (in blue) and

2) reconstructs the geometry of the subsequent frames
directly in a consistent world coordinate.
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We train our network on three synthetic datasets and found that training on small-scale, sparse
labeled, and unrealistic data is sufficient for our network to learn the newly proposed representation.

Accumulated Reconstruction

Adapt to Any Video without 4D Label

However, synthetic training alone still limits generalization to complex scenes!
We address this by leveraging the inherent geometric and motion in the representation to adapt to any
video without 4D labels, using only reprojected supervision signals.
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Pair Output Accumulated Tracking

Unified 4D Representation

aXf : the 3D pointmap of physical content from frame b, at time t,

expressed in the coordinate system established by frame a. Quantitative Results

Table 1. World Coordinate 3D Point Tracking. We report the performance of average points under distance (APDsp) after global median
alignment. We evaluate the accuracy of both all points and dynamic points. The best results are bold. See Appendix B.2 for more results.

DUSt3R MonST3R St4RTrack
All Points Dynamic Points
o ‘ Category Methods PO DR ADT PStudio PO DR  ADT PStudio
{ .. SpaTracker+RANSAC-Procrustes 44.03 55.01 50.87 52.05 53.77 58.58 66.49 52.05
Combinational
SpaTracker+MonST3R 47.65 5549 51.95 50.16 58.61 5921 6994 50.16
\ / \ MonST3R 3347 5806 7435 5132 39.36 51.86 67.92 51.32
G Feed-forward SpaTracker 38.54 5485 45.65 62.59 51.20 58.65 67.65 62.59
‘ ‘ St4RTrack (Ours) 6795 73.74 76.01 69.67 68.72 68.13 75.34 69.67
\ / \ Point Odyssey TUM-Dynamics Point Odyssey TUM-Dynamics
Category Methods EPE| APDt EPE| APDf  Category Methods EPE| APDt EPE| APD?
1v1 1vJ _1v1 1+ _1vl 1vyJ
fo(l1, I;) = " Xy, X{. fo(l1, I;) = "Xy, X3, fo(I1,1;) = "X,  Xj. DUSBR+GA 06088 43.90 03147 7049 DUSBR+GA 03541 6242 02989 69.23
w/ Global Align. MASt3R+GA 0.4030 60.44 0.5186 68.38 w/ Global Align. MASt3R+GA 0.3717 61.31 0.5294 49.81
. . . MonST3R+GA  0.2629 72.31 03429 63.87 MonST3R+GA 0.2601 69.31 0.3173 66.00
St4RTrack estimates two pointmaps at the same timestamp. >
. L . . . w/o Fine-Tuning PR AR %R QERV). TS DUSt3R 04251 5670 0.3092 67.48
It pred|CtS hOW the p0|ntS |n the flrSt frame m0ve tO the J frame, and Input V|deo Ours W/O T'I'A Ours Feed-forward MASt3R 0.4644 56.90 0.5510 66.22 MASt3R 04473 55.09 0.5862 45 .43
i ts th t fthe i f (MonST3R + TTA) MonST3R 03044 6825 03646 6138  Feed-forward CALS XIS BEEST R
reConsStructs the geometry O e | Trame. ' | ' |
g y J StdRTrack (Ours) 0.2406 78.73 0.1854 83.42 St4RTrack 0.2741 69.53 0.2413 74.14
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