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Given an RGB video capturing dynamic scenes, St4RTrack 
simultaneously 
1) tracks the points from the initial frame (in blue) and 
2) reconstructs the geometry of the subsequent frames (in yellow) 
directly in a consistent world coordinate. 

Qualitative Results

Quantitative Results

St4RTrack estimates two pointmaps at the same timestamp. 
It predicts how the points in the first frame move to the j frame, and 
reconstructs the geometry of the j frame.  

We train our network on three synthetic datasets and found that training on small-scale, sparse 
labeled, and unrealistic data is sufficient for our network to learn the newly proposed representation.

Adapt to Any Video without 4D Label
However, synthetic training alone still limits generalization to complex scenes! 
We address this by leveraging the inherent geometric and motion in the representation to adapt to any 
video without 4D labels, using only reprojected supervision signals.


