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Introduction:
� Multimodal Large Language Models (MLLMs) have demonstrated 

remarkable capabilities in document understanding. However, their 
reasoning processes remain largely black-box, making it difficult to ensure 
reliability and trustworthiness, especially in high-stakes domains such as 
legal, financial, and medical document analysis.

� Existing methods use fixed Chain-of-Thought (CoT) reasoning with 
supervised fine-tuning (SFT) but suffer from catastrophic forgetting, poor 
adaptability, and limited generalization across domain tasks.

    

� We propose Docthinker, a rule-based Reinforcement Learning (RL) 
framework for dynamic inference-time reasoning.

Methods:
� lInstead of relying on static CoT templates, \ourmodel autonomously refines reasoning strategies via policy learning, generating explainable intermediate results, 

including structured reasoning processes, rephrased questions, regions of interest (RoI) supporting the answer, and the final answer. By integrating multi-objective 
rule-based rewards and KL-constrained optimization, our method mitigates catastrophic forgetting and enhances both adaptability and transparency.

                                                 

Experiments:
� DocThinker significantly improves generalization while producing more explainable and 

human-understandable reasoning steps.

Conclusion
� This paper introduced DocThinker, a reinforcement 

learning-based framework designed to enhance 
explainability, adaptability, and reasoning ability in 
multimodal document understanding. DocThinker 
achieves state-of-the-art or highly competitive 
performance on standard benchmarks

 Comparison of different approaches for improving model's explainability 
and transparency in MLLM-based document understanding.
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