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Introduction
Ø Continual learning with large pre-trained models must add new 

tasks without forgetting; existing LoRA-style methods rely on 
passive orthogonality and fail to plan for future interference. 

Ø PLAN—Proactive Low-Rank Allocation pre-assigns task-
specific orthogonal subspaces and trains them with a 
perturbation-aware min–max objective that anticipates worst-
case future updates.

Ø Preserves past knowledge while enabling efficient adaptation 
with minimal extra parameters—a simple, scalable recipe for 
rehearsal-free continual learning.

Why Continual Learning Still Forgets
Ø Large pre-trained models must learn new tasks without revisiting 

past data. Most LoRA-style approaches enforce passive 
orthogonality, which reduces interference but doesn’t plan for 
future updates. We ask: can we proactively allocate subspaces 
to make future training safe by design?

Ø Setting: rehearsal-free CL; no access to past data.
Ø Base: low-rank adapters (LoRA family).
Ø Goal: maintain past performance while learning Task! efficiently.
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Ø Train new task in its own subspace A#, while guarding 
against worst-case future perturbations 𝜉 that could harm 
past tasks, 𝐼 is Interference risk on past tasks; either 
projection magnitude onto past subspaces.

Conclusion
Ø Proactive subspace planning: We introduce PLAN (Proactive Low-Rank 

Allocation), which pre-assigns orthogonal low-rank subspaces to incoming 
tasks, explicitly planning to avoid future interference under a fixed adapter budget.
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Visual description of PLAN:
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