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Low-light Image Enhancement

Motivation:

⚫ Low-light image Enhancement is a highly ill-posed task.

⚫ Additional information can help the performance, so-called “reference”.

⚫ Data collected from other devices, but it’s not very practical, e.g., [1].

[1] Liang G, Chen K, Li H, et al. Towards robust event-guided low-light image enhancement: a large-scale real-world event-

image dataset and novel approach[C] CVPR2024
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Low-light Image Enhancement

Motivation:

⚫ Low-light image Enhancement is a highly ill-posed task.

⚫ Additional information can help the performance, so-called “reference”.

⚫ Pre-trained models, e.g., [2].

[2] Wu Y, Pan C, Wang G, et al. Learning semantic-aware knowledge guidance for low-light image enhancement[C] CVPR2023.
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Low-light Image Enhancement

Motivation:

⚫ Low-light image Enhancement is a highly ill-posed task.

⚫ Additional information can help the performance, so-called “reference”.

⚫ Learnable features, e.g., [3].

[3] Xu X, Kong S, Hu T, et al. Boosting image restoration via priors from pre-trained models[C] CVPR2024
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Low-light Image Enhancement

Motivation:

⚫ Low-light image Enhancement is a highly ill-posed task.

⚫ Additional information can help the performance, so-called “reference”.

⚫ Existing methods overlook the valuable references hidden within the 

training dataset itself.



6

Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ The training set can be divided into two subsets.

⚫ “images that are fully fitted by the network” 𝐷𝑓:loss approaching zero in 

the supervised setting.

⚫ “images that are not fully fitted” 𝐷𝑛
⚫ The network F has totally learned the mapping relationships for 𝐷𝑓 and 

only partial relationships for 𝐷𝑛
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ LFPVs mainly capture knowledge from 𝐷𝑛 that has not be totally learned 

by LLIE network.
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ Different feature vectors or patches in LFPVs are treated as nodes in a 

graph structure with mutual connections.

⚫ Each node is updated via a Sample Updater (SU, 𝐹𝑠), and information 

can be propagated among LFPVs via a Mutual Updater (MU, 𝐹𝑚). 

⚫ SU and MU are implemented with additional lightweight networks.
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ The learning can be incorporated into existing LLIE frameworks.

⚫ During inference, SU and MU are removed.
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ SU will utilize the extracted features from different samples and produce the 

update for LFPVs with the corresponding identity embedding. 

⚫ MU builds the bridge between arbitrary two nodes of LFPVs, mutually 

propagating their information with LFPVs content and identity embeddings.
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ Suppose LFPVs are 𝐶𝑣 ∈ ℝ𝑙×𝑐 for vector and 𝐶𝑝 ∈ ℝ𝑙×(𝑐×𝑘×𝑘) for patch

⚫ SU will utilize the extracted features from different samples and produce the 

update for LFPVs with the corresponding identity embedding, e.g., 𝑒𝑗. 
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ Suppose LFPVs are 𝐶𝑣 ∈ ℝ𝑙×𝑐 for vector and 𝐶𝑝 ∈ ℝ𝑙×(𝑐×𝑘×𝑘) for patch

⚫ MU builds the bridge between arbitrary two nodes of LFPVs, mutually 

propagating their information with LFPVs content and identity embeddings.
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Learnable Feature Patches and Vectors (LFPVs)

LFPVs:

⚫ Overall update is the sum of SU and MU
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Use LFPVs

⚫ Querying with 𝐶𝑣 (Res. and S.M. denote the feature reshape and softmax 

operations)
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Use LFPVs

⚫ Querying with 𝐶𝑝 (Res. and S.M. denote the feature reshape and softmax 

operations)



⚫ The final loss function
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Use LFPVs

⚫ The final results are the fusion of three features

Encourage F to learn as much 

knowledge as possible

Guide 𝐹𝑠 and 𝐹𝑚 in formulating 

LFPVs to capture the remaining 

knowledge
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Experiments

⚫ The enhancement for existing methods
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Experiments

⚫ The comparison with other types of references
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Experiments

⚫ The improvement for methods with references
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Experiments

⚫ Visual comparison
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Experiments

⚫ User Study: AB-test, choose “ours” or “baseline” or “the same”
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Experiments

⚫ Improvement for downstream tasks

⚫ Include nighttime image classification and semantic segmentation



Thanks
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