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I. Motivation

Limitations of existing Learned Image Compression (LIC) methods:

Existing methods rely on global attention or dense autoregression 
to capture long-range dependencies, leading to inefficient and high-
complexity context modeling.

Their ability to comprehensively exploit diverse contextual 
information across coding steps remains limited.

We address these challenges by introducing Hierarchical 
Progressive Context Model (HPCM) that efficiently captures long-
range dependencies and progressively fuses multi-scale contextual 
information.

IV. Experiments

Visual Comparison of Samples from Kodak

Ablation Study

II. Hierarchical Coding Schedule

III. Progressive Context Fusion

Learned Image Compression with Hierarchical Progressive Context Modeling 

Our Hierarchical Coding Schedule divides latent representations into 
multiple scales, sequentially encoding long-range to short-range 
dependencies. This approach efficiently models both global and local 
contexts, balancing performance and complexity.
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Detailed Coding Schedule Design

Progressive Context Fusion progressively integrates context 
from previous coding steps into the current step using a cross-
attention mechanism. This enables the accumulation of diverse 
contextual information, enhancing entropy modeling accuracy 
while maintaining efficiency across multiple scales.

Intra-Scale Context Refine Cross-Scale Course-to Fine Fusion

Rate-Distortion and Coding Complexity Results

V. Large-Scale Extension of HPCM

Scaling Laws of Large LIC Models

Our Code: https://github.com/lyq133/LIC-HPCM
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