
FinMMR: Make Financial Numerical Reasoning
More Multimodal, Comprehensive, and Challenging

Zichen Tang   Haihong E*   Jiacheng Liu   Zhongjun Yang   Rongjin Li   Zihua Rong
Haoyang He   Zhuodi Hao   Xinyang Hu   Kun Ji   Ziyan Ma   Mengyuan Ji   Jun Zhang

Chenghao Ma   Qianhe Zheng   Yang Liu   Yiling Huang   Xinyi Hu   Qing Huang   Zijian Xie
Shiyao Peng

*Corresponding author.
, Beijing  University of Posts and Telecommunications

https://bupt-reasoning-lab.github.io/FinMMR/



=  + Image & Text + Numerical Reasoning

MMR: Make  Numerical Reasoning

More Multimodal, , and 

Core Concept



Question: Can current MLLMs seamlessly integrate vision and text to perform domain-specific 
complex reasoning, matching the proficiency of LRMs in pure text-based tasks?

DeepSeek-R1 Excels in 
Code/Math/Scientific Tasks[1]

Research Motivation (1/2)

Current LLM Reasoning Benchmarks (Selected)
Math, Logic, Commonsense, Code[2]

Ø Domain-specific numerical reasoning in real-world tasks requires:
• Applying domain expertise
• Performing complex mathematical computation over image-text contexts



Research Motivation (2/2)

Visual-rich, Knowledge-intensive, Reasoning-heavy, Outcome-sensitive

Specialized Knowledge Reasoning Apply financial knowledge and formulas for multi-step reasoning

Precise Numerical Computation Produce explainable reasoning with accurate, verifiable outputs

Fine-grained Visual Perception Comprehend rich financial visuals with domain knowledge
Ø Financial Multimodal Numerical Reasoning requires:



Benchmark Construction
Ø 8.7K images (14 types) + 4.3K questions (14 subdomains): bridging finance and multimodality
Ø 2.15K English + 2.15K Chinese: converted / LLM-generated with expert verification, w. distractor images 
Ø Complexity labels (Easy / Medium / Hard): Claude 3.7 Sonnet only 53.0% on Hard subset



Comprehensive Evaluation
Ø 15 leading MLLMs (as of May 15, 2025): comprehensive evaluation system built
Ø Claude 3.7 Sonnet (64K thinking): highest overall performance
Ø Reasoning-enhanced vs. non-reasoning: better accuracy but ~12× token cost
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Error Analysis
Specialized Knowledge Reasoning

(38%)
Precise Numerical Computation

(32%)
Fine-grained Visual Perception

(30%)
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Reasoning Enhancement (1/3)

Qwen2.5-VL-72B: 73.4% filtering accuracy
accuracy rises 64.7% → 71.6%

near 77.8% (no distractors)

Ø Filtering for Reasoning:
• Eliminate interference from irrelevant images before inference
• Irrelevant images cause >10% drop, even without overlapping content
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Reasoning Enhancement (2/3)

On 1,160 tabular QA problems, knowledge 
augmentation consistently improves performance:

Claude 3.7 Sonnet: 83.5% → 86.3%
Gemini 2.0 Flash Thinking: 78.7% → 83.0% 

(approaching Claude’s level)

Ø Structured Knowledge Augmentation:
• Knowledge base of 3,133 financial Python functions
• Each with description, parameters, returns, constraints, code & comments



Reasoning Enhancement (3/3)

On tabular QA tasks, model collaboration boosts 
accuracy from 80.6% → 86.7%
(surpassing Claude 3.7 Sonnet)

Ø Model Collaboration:
• Multimodal model (e.g., GPT-4o) as microscope for visual parsing
• Reasoning model (e.g., DeepSeek-R1) as expert for complex inference
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Additional Resources

Project Page
https://bupt-reasoning-lab.github.io/FinMMR

Code Repository
https://github.com/BUPT-Reasoning-

Lab/FinMMR

Arxiv Preprint
https://arxiv.org/abs/2508.04625

Open Dataset
https://huggingface.co/datasets/BUPT-Reasoning-

Lab/FinMMR



Contact with Us
Homepage: https://zichentang.github.io

Email: tangzichen@bupt.edu.cn

Wechat: StarLight2224

Official Account
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