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Explainable Al (XAl) via feature attribution

* This work focuses on XAl for image classification models f : R* — [0,1]¢

* Task: Given an image x € R™ and a model prediction for class v,
produce an explanation for the model prediction

* Explanation via attribution map a% € R™: highlight the input
features that are responsible for the model prediction yr class
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Completeness

* Model response to input X:
. 7(x) = f(x) — f(b)
e« b=0,

 Completeness:
e Satisfied when: > ., a%[i] = r(x)[y]
* “The explanation completely accounts for the response”
e Can be superficially imposed by a simple normalization

* In this work, we rethink completeness as a local and flexible guiding
measure rather than a strict global requirement



Input image

Soft Local Completeness

e Soft LOcal Comlpeteness (SLOC) aims to produce
faithful explanations, by promoting completeness
locally, in a soft manner, across a large set of
image subregions

* Definitions:
* Mask: m € {0,1}"
* Masked Image: x"=xom+(l1—m)ob
* Sub-map: ay om

* Local Completeness: a¥ - m = r(x™)[y]

* Given a large set of masks: M c {0,1}"

* |deally, the attribution map would satisfy local
completeness across all masks

* However, it is likely that no such attribution map
exists

Sub-map Masked image




Soft Local Completeness

« Completeness-Gap: r(x)[y] —aZ - m
* The completeness gap essentially measures to which extent the sub-
map violates local completeness

* Our approach seeks to minimize the completeness gap for multiple
sub-maps, simultaneously

e SLOC is a model-agnostic black-box method, facilitating optimization
procedure that promotes completeness locally within subregions of
the attribution map (sub-maps)



Method Motivation (Toy Example)

Enforcing local completeness
across all four sub-maps
(a) Original image: 0.8 (c) Masked Image: 0.8 (e) Four masks implies the shared central
stripe, visible in (a)-(d), must
alone account for the full 0.8
response. This vyields the
attribution map shown in (f),
highlighting the owl in red.

The attribution map satisfies
local completeness for (a) and
() Attribution Map (c), where the model response
is 0.8. Thus, the total
attribution is 0.8, with zero
contribution from the region
masked in (c). The same holds
for (b) and (d), implying that
the unmasked central stripe
must account for the full 0.8.




SLOC Optimization

Given a set of masks M C {0,1}", we define:
Completeness-gap loss:

v _ 1 1 r(x™)[y] —a¥ - m)?
EC(aX9M) T 2|M| Z |m| (\_( )[y] X J)

Y

completeness gap

SLOC loss:

L@y M) = L.(a%; M)+ \|aZ| + X\TV(a¥)

where
TV(ay) := Z(a%é[iaj] —adli + 1, 5])* + (alli. j] — alli,j + 1])°

¢,

Optimized using gradient descent on £ with respect to a¥
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SLOC Method Diagram

Masks & Responses Generation Phase

(1) A set of M random masks is generated.

(2) Perturbed inputs are created by combining
the original image with a baseline using these
masks.

(3) These perturbed inputs are fed into the
model to obtain corresponding outputs.

(4) The model response for each mask is
computed by subtracting the output for the
baseline from the output of the perturbed
input.

Optimization Phase

(5)-(6) The resulting mask-response pairs are
passed together with an initial random
attribution to compute the completeness-gap.
(7) Gradient descent is used to iteratively
update the attribution using the SLOC loss
function, which includes the completeness gap
loss, as well as TV and L1 regularization terms.

Note: The model fis used only once, during
Mask & Responses Generation Phase, to
compute responses via a single forward pass,
hence SLOC is a model-agnostic black-box
method.
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Figure 3. SLOC attribution maps across training steps. Faithful
explanations emerge after a few hundred gradient updates, with an
appropriate learning rate decay.



Experimental Setup

* Models: ResNet50, DenseNet201, ViT-Small, ViT-Base
e Datasets: ImageNet, ImageNet-Segmentation, Pascal-VOC, FunnyBirds

* Explanation evaluation protocols:
* Faithfulness tests using the POS, NEG, DEL, INS, NPD, IDD, AIC, SIC metrics

* ‘FunnyBirds’ evaluation using the Completeness, Correctness, Contrastivity
metrics

* Segmentation tests using the mloU, mAP, Pixel Accuracy metrics



State-of-the-art Results

Method Comparison for DenseNet201 : DEL / INS Metrics
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Thank youl!

* Looking forward to seeing you at the poster session and continuing the
discussion

[GitHub]



https://github.com/xaisloc/sloc

Additional Slides



Implementation Details - Mask Generation

* We define a sufficiently large grid of patches of size LxL
* Offsets are drawn are drawn independently from {0..L-1}
 All the pixels of a patch are set to be either 0 or 1 with probability p




Results (IN)

Method POS| NEGT DEL| INST NPDt IDDT AICT  SICT
SLOC, 1161 76.54 9.39 6579 6493 564 79.21 7835
SLOC 11.52 7097 912  60.53 5945 5141 7779 7172
SLOC,, 11.78 7020 934  59.75 5843 5041 7733 76.80

AC 1724 6768 1327 57.18 5044 4391 7778 7541
DIX 1336 6295 1036 5243 4959 4207 7462 7147

EP 1612 65.68 1294 550 4955 4206 77.38  74.97

FG 19.06 4466 1526 3762 256 2237 5823 53.86

GC 1688 6854 13.04 5795 5166 4491 7838  76.01

GC++ 1736 6729 1334 5675 4993 4341 7804 75.62

GIG 1481 4996 1228 4193 3516 2965 6112 57.6

IG 1414 5199 112 4408 3785 3288 6126 58.48

LC 1728 6727 1331 5671 4999 434 7795 7542

LTX 1624 7109 1295 59.69 5484 4674 7892  76.25

MP 18.54 5324 1487 4379 347 2892 6698 6413 o w _

RISE 1842 6275 1426 5299 4433 3873 7682 74.24 SLOC DIX Ep GAE LTX RISE T Atr

Table 1. Faithfulness results for all combinations of method and
metric, using the DN model on the IN dataset.

Method POS| NEG{ DEL] INST NPD{ IDD] AICT SICT
SLOC, 14.83 81.81 1227 7031 6698 58.04 83.78 83.34
SLOC 1525 7797 1247 6651 6272 5404 83.19 82.88
SLOC,, 1579 77.85 1285 66.18 6206 5333 83.06 81.97

DIX 18.69  68.17 1486 56.83 4948 4197 76.88  75.05
EP 2737 7252  21.66 60.8 45.14  39.14 7945 77.56
GAE 1998 6693 1593 5572 4695 3979 7542 739
LTX 20.84 68.5 16.63  56.89 47.66  40.27 7422  71.56
MP 27772 63.25 2246 5228 3553 2981 7422 71.25

RISE 2951 69.52 2347 5793  40.02 3446 7993 77.23
TATTR  19.06 67.52 1491 5641  48.46 41.5 78.03  75.69

Table 2. Faithfulness results for all combinations of method and
metric, using the ViT-S model on the IN dataset.




Additional Results (IN) T S S

Method POS] NEGT DEL] INST NPDT IDDT AICT  SICT
SLOC, 1096 75.84 868 6419 6487 555 7944 78.13
SLOC 10.65 69.56 832 5833 5891 5001 785  77.04
SLOC,, 1074 68.62 841 5741 5788 4901 7775 7678

AC 16.7 66.96 12.76 55.71 50.26 4295 77.17 74.59
DIX 10.21 58.33 7.83 48.16 48.11 40.33 71.15 68.81
EP 14.9 66.41 11.5 54.51 51.51 43.01 75.06 73.96
FG 16.79 65.9 12.94 54.9 49.11 41.96 74.16 71.54
GC 16.37 68.04 12.56 56.65 51.67 44.1 77.33 75.1
GC++ 16.81 66.85 12.85 55.54 50.04 42.68 76.82 74.54
GIG 94 45.28 7.68 37.71 35.89 30.03 57.52 54.51
1G 99 44.22 1.76 37.14 34.32 29.38 56.56 54.23
LC 17.04 66.58 13.0 55.25 49.54 42.25 76.46 74.33
LTX 14.98 69.88 11.7 57.74 54.91 46.03 76.69 74.29
MP 17.16 50.81 13.6 41.34 33.65 27.74 64.71 62.52 SLOC DIX EP GAE LTX RISE T-Attr
RISE 15.8 62.3 12.04 51.93 46.5 39.89 77.31 74.77

Table 7. Faithfulness results for all combinations of method and metric, using the RN model on the IN dataset.

Method  POS| NEGT DEL] INST NPDT IDDT  AICT  SICT
SLOC. 21.54 89.01 1493 63.05 6748 4812 8542 3132
SLOC 2239 8572 157 5985 6273 4371 8482  81.86
SLOCy, 2236  85.10 1556 5927 6298 4388 8474  81.58

DIX 32.09 77.01 21.14 51.17 44.92 30.03 79.88 74.92
EP 41.24 82.95 25.18 58.99 41.72 33.81 81.59 77.32
GAE 33.16 76.88 21.95 51.12 43.72 29.17 79.02 74.6
LTX 28.3 80.74 18.8 55.52 52.44 36.72 79.65 74.98
MP 36.63 78.49 23.83 52.82 41.87 28.99 80.58 76.11
RISE 49.7 77.42 32.7 50.09 27.72 17.4 76.65 72.16

TATTR 32.8 77.24 21.49 51.56 44.44 30.07 80.04 74.79

Table 8. Faithfulness results for all combinations of method and metric, using the ViT-B model on the IN dataset.



Additional Results (VOC)

Method POS| NEG] DEL] INST NPDT IDDT AICT SICT
SLOC,, 7.31 692 507 4883 61.89 4376 75.63 79.09
SLOC 732 6356 5.09 4458 5625  39.5 7496  77.84
SLOC,, 761 6323 522 4372 5565 3848 73.69 77.59

DIX 10.19 48.66 6.74 3173 3847 2499 6451 68.66
EP 1406 5596 926 3655 41.89 2729 6843 72.04
GAE 11.2 474 7.47 3092 36.20 2344 6422 6795
LTX 1256  49.28 8.2 3226  36.71 2406  56.55 63.16

RISE 15.67 53.21 1026 3535 3753 25.09 66091 70.5
T-Attr 10.37 47.56  6.81 3135  37.19 2454  65.62 69.53

Table 3. Faithfulness results for combinations of method and met-
Method POS| NEGT DEL| INST NPD] IDDt AICt SICT

ric, using the ViT-S model on the VOC dataset. SLOC, 624 6132 419 45.15 55.09 4096 686 7189

SLOC 6.19 534 4.05 39.01 47.2 3497  65.63 70.92
SLOC,, 640  52.61 4.08 38.11 4574 34.04  66.65  70.58

AC 10.06  50.15 6.4 3385 40.09 2745 6146 65.05
DIX 8.2 43.89 5.19 29.31 35.7 24.12  58.67 61.64
EP 9.08 49.12 591 33.1 40.04  27.19 63.7 65.53
FG 942  27.99 6.36 19.43 18.57 13.07 36.75 39.37
GC 9.85 51.83 624 3489 4199 28.64 63.16 65.68
GC++ 10.11 4943 6.5 33.03 3931 26.54 6142 64.15
GIG 6.47 3037 4.3 21.46 239 17.16 4159 4456
IG 7.73 30.88 5.09 21.56  23.15 1647 4159 4276
LC 10.14  49.29 6.52 3294  39.15 2642 61.25 64.39
LTX 8.98 5484 5.92 3693 4586  31.01 61.37 65.11

RISE 9.38  43.75 6.02  30.78 3438 2476 6199 64.67

Table 9. Faithfulness results for all combinations of method and metric, using the DN model on the VOC dataset.



FunnyBirds (ViT-B)

Method CompletenessT CorrectnessT Contrastivity? Overall? % e o
SLOC 091 0.77 0.96 0.88

SLOC, 0.92 0.77 0.90 0.86

DIX 0.9 0.76 0.97 0.87

EP 0.89 0.76 0.71 0.79

RISE 0.78 0.79 0.75 0.77

T-Afttr 0.9 0.74 0.95 0.87

Table 11. FunnyBirds evaluation results for the ViT-B model.




FunnyBirds (RN)

Method CompletenessT CorrectnessT ContrastivityT  Overall?

SLOC 0.85 0.60 0.87 0.78
SLOCy, 0.86 0.61 0.85 0.77
AC 0.73 0.56 0.80 0.70
DIX 0.74 0.55 0.87 0.72
EP 0.82 0.57 0.8 0.73
FG 0.75 0.56 0.78 0.69
GC 0.74 0.55 0.86 0.72
GC++ 0.74 0.55 0.87 0.72
GIG 0.65 0.54 0.49 0.56
IG 0.86 0.55 0.49 0.63
LC 0.74 0.55 0.86 0.72
RISE 0.70 0.56 0.61 0.62

Table 10. FunnyBirds evaluation results for the RN model.




Segmentation results

Method SLOC  AC DIX EP GC GC++ GIG IG LC LTX RISE
mloUT 0.56 055 066 052 055 056 051 048 0.55 056 051
mAPT 0.80 086 084 076 085 08 078 076 0.8 0.83 0.79
PAT 0.77 072 082 072 073 073 074 079 073 051 07

Table 6. Segmentation tests results for the RN model.

Method SLOC DIX EP GAE LTX MP RISE T-Attr
mloUT 052 063 050 061 056 055 050 0.68
mAPT 076 081 076 079 081 074 075 0.83
PAT 072 079 071 078 072 074 0.68 0.82

Table 13. Segmentation results for the ViT-S model.



Ablation Study

L  POS| NEG! DEL| INST NPD] IDDT AICT SICT
§ 1642 7402 1354 6352 57.6 4998 7942 7731
16 1518 75.82 1244 6515 60.64 5271 81.66 8033
32 1486 7655 1231 6545 61.69 53.14 83.04 80.88
40 1567 7667 1284 6552 61.0 52.68 83.08 81.01
48 1643 7739 1335 6587 6095 5253 8323 8125
56  17.01 7749 13.86 6591 6048 52.05 82.89 80.98
64  17.69 77.68 1449 6575 5999 5126 8248 8l.1
SLOC 157 7738 1283 66.1 61.68 5326 83.19 8136

Table 19. Faithfulness performance across different patch size set-

tings.

M| POS| NEGT DEL| INST NPDf IDD{ AICt SICT

10 3291 6032 26.63 49.16 2741 2253 69.26 66.88
100 19.76  70.18 16.15 5829 5042 4214 7797 7548
250 17.17 73.96 14.09 6243 5679 48.35 8043 7847
500 1636 76.16 13.25 64.51 59.8 51.26 82.44 80.65
750 1595 7724 1293 65.62 61.3 527 8291 81.23
1000 15.7 77.38 12.83 66.1 61.68 5326 83.19 81.36
1250 15.65 77.55 12.79  66.33 61.9 53.54 8353 8l1.64
1500 1554 78.06 12.77 66.7 62.52 5393 8325 81.66
2000 15.51 78.25 12.68 6695 6274 5427 83.66 82.03

Table 20. Faithfulness performance for varying numbers of drawn

masks.

T POS| NEG{ DEL| INST NPD] IDD{ AICT SICT
25 20.12 7585 1641 63.68 55.73 4727 80.1 77.64
50 17.03 79.86 13.75 6847 62.83 5472 8326 81.77
75 17.19 8026 1399 689 63.07 549 839 827
100 1724 802 1412 688 6295 5468 8421 82.54
200 1652 79.1 1354 6786 6257 5432 8341 8244
250 16.19 7876 1328 67.59 6257 5431 8371 8226
500 1534 77.86 1259 668 6252 5421 8343 82.11
750 1488 7746 1226 6636 6258 5411 8382 81.97

1000 1469 77.37 1209 66.19 62.67 541 83.01 82.1

Table 22. Faithfulness performance for varying numbers of gradi-
ent update steps (iterations).

p  POS| NEGT DEL| INST NPDT IDDT AICT SICT
0.1 1835 7628 1467 6486 5793 502 81.53 79.85
02 1654 7776 1335 6633 6121 5298 8275 81.17
03 1573 7821 1280 66.82 6249 54.02 8336 81.56
04 161 7775 1333 66.52 61.65 53.19 825 80.96
05 1739 76.11 1477 65.15 5871 5038 81.83 79.62
06 1956 7438 1681 63.16 54.82 4635 80.1 77.79
0.7 23.14 7145 1974 60.05 4831 4031 78.02 75.1
08 2607 67.94 2235 56.68 41.87 3433 7573 72.63
09 3124 6515 2657 53.88 3391 2731 7246 69.19

SLOC 1535 77.87 1259 6676 6252 54.17 83.87 82.20

Table 21. Faithfulness performance for varying patch probability.



Ablation Study (2)

A1 POS| NEGT DEL] INST NPDT IDD{ AICT SICT
0.0 1526 7684 1254 6583 6158 5329 8411 82.15
001 1535 77.87 1259 66.76 6252 54.17 83.87 822
005 1545 7756 1265 67.18 62.11 5453 835 81.74
0.1 1565 7726 127 6671 61.61 5401 83.04 815
025 1571 7634 1273 66.09 60.63 5336 8233 81.29
05 1598 7498 13.04 6485 590 SI81 809 80.88
1.0 1751 697 1408 60.19 5219 46.11 77.81 7821

Table 15. Faithfulness evaluation. Ablation study on A; - the co-

efficient of the L1 regularization term in Eq. 4.

)2  POS| NEGT DEL| INST NPD{ IDDT AICT SICT
00 1333 7816 110 6744 6483 5644 80901 7953
0.01 1433 7927 1185 6863 6494 5678 82.56 81.17
0.1 1534 7778 1259 6678 6244 54.18 836 81.92
02 1584 780 1297 6657 62.16 53.6 8351 8184
0.5 1674 7838 13.69 66.69 61.64 5299 83.67 8244
1.0 177 7893 1437 6695 6124 5258 840 82.36

Table 16. Faithfulness evaluation. Ablation study on A2 - the co-

efficient of the TV regularization term in Eq. 4.

POS| NEGT DEL] INST NPD{ IDD{ AICT SICT
SLOCy1y 1333 78.16 110 6744 6483 5644 8091 79.53
SLOCy1 1526 7684 1254 6583 61.58 5329 84.11 82.15
SLOCaixrv  13.89  73.60 1135 6295 59.70 51.60 77.80 76.28
SLOC 1535 7787 1259 66.76 6252 54.17 8387 822

Table 14. Faithfulness evaluation. Ablation study on the regular-

ization terms in Eq.

-+,

N 0

0.01

0.05

0.1

0.25

0.5

0.1

mloUT 0.52 0.55
mAPT  0.79 0.81
PAT 0.71 0.74

0.55
0.81
0.75

0.54
0.81
0.74

0.52
0.79
0.72

0.49
0.76
0.70

0.43
0.71
0.64

Table 17. Segmentation evaluation. Ablation study on A\; - the
coefficient of the L1 regularization term in Eq. 4, using the RN

model.
Aa 0 0.01 0.1 0.2 0.5 0.1
mloUT 054 054 055 055 055 0.55
mAPT 0.8 0.8 0.8 0.81 0.81 0.82
PAT 073 073 074 074 074 0.74

Table 18. Segmentation evaluation.

model.

Ablation study on A5 - the
coefficient of the TV regularization term in Eq. 4, using the RN
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Aggregation (2)

N POS| NEG{ DEL| INST NPDT IDD{ AICT SICt N POS| NEGT DEL| INST NPDT IDD} AICT SICT N POS| NEGT DEL| INST NPDT IDDT AICT SICT
1 1579 7749 1295 66.16 61.7 5322 8321 81.19 1 1579 7749 1295 66.16 61.7 5322 8277 81.36 I 1579 7749 1295 66.16 61.7 5322 82.62 8157
2 1535 7805 1259 66.64 627 5405 835 8196 2 154 7876 12.68 67.51 6336 5483 8358 81.68 2 154 7876 1268 67.51 6336 5483 83.09 3816
3154 7813 1252 6674 6274 5422 8374 8241 3 1542 7973 1268 68.51 6431 5583 8361 8196 3 1348 7906 1257 679 63.57 5534 8319 8161
4 1534 7803 125 6677 62.69 5426 8375 8219 4 1527 80.13 1266 6884 64.86 56.18 8375 82.17 4 1538 79.07 1258 68.04 6369 5546 83.34 81.81
5 154 78.12 1249 6688 62.72 5439 8358 8218 5 1539 8024 1266 69.18 6486 5652 83.67 8253 5 1537 79.08 1253 68.14 6372 556 8341 8174
6 1541 78.18 1252 66.87 62.77 5435 8408 8231 6 1541 8042 1268 6941 6502 5673 83.84 8237 6 153 7919 1247 6826 638 558 835 81.93
71537 7822 1248 6685 6285 5437 8384 822 7 1548 805 1269 6966 6502 5696 8363 227 7 1327 792 1249 6819 6393 557 - 831 BLSS
] 15.46 78.24 12.48 6688 62.77 54.4 84.03 82.26 8 15.35 80.84 1266 69.68 6549 57.02 8434 82.38 8 1543 79.21 12.51 68.24 63.78 5573 83.28 81.89
O 1541 7838 1247 6691 6297 5444 8377 8245 9 1558 8084 1275 69.87 6526 5712 8411 s255 0 1329 7928 125 684 640 539 8363 81.99
10 154 7844 1245 6694 6305 5449 8306 8.6 10 1536 807 1274 6982 6534 5708 839 8274 10 1529 79.65 1249 6851 6436 5602 8298 82.11

Table 25. Evaluating the effect of combining /N generated attri-
butions by minimum aggregation to produce the final attribution
map.

Table 23. Evaluating the effect of combining N generated attribu- Table 24. Evaluating the effect of combining N gener.atec'i attribu-
tions by mean aggregation to produce the final attribution map. tions by median aggregation to produce the final attribution map.

N POS| NEGT DEL| INST NPDT IDDf AICT SICf N POS| NEGf DEL] INST NPDf IDDf AICT SICT
I 1579 7749 1295 66.16 61.7 5322 8275 8123 1 1538 7754 1274 66.16 6216 5342 8348 8118
2 1548 7724 1267 6575 6176 53.07 83.12 8189 2 1516 77.73 1251 6671 6257 542 8358 81.99
3 153 7701 1258 6548 6171 529 833 8162 3 151 783 1253 67.11 6321 5457 8406 820
4 1535 7677 1259 6527 61.43 5267 8316 81.56 4 1515 7825 1242 67.12 63.1 547 83.54 82.22
5 1538 7686 126 6522 6147 5261 8281 8167 5 1513 780 1237 6723 6287 5486 8394 8236
6 1558 76.86 1267 6502 6128 5235 8331 8159 O 1517 7818 1243 673 6301 5487 8383 8234
7 1567 76.87 12.72  64.88 61.2 5216 8273 81.36 7 15.17 78.11 1242  67.15 6294 5473 84.13 82.29
q 15.67 76.46 1272 64.62 60.79 51.9 82.5 81.34 8 15.15 78.22 12.38 67.32 63.07 5494 8392 8249
9 15.7 76.63 1275 6463 6093 5188 8263 81.31 9 15.29 7841 12.38 67.33 63.13 5495 84.03 8246
10 158 7616 1274 6448 6037 5173 8276 8091 10 1511 7824 1233 6731 63.13 5498 8389 826

Table 26. Evaluating the effect of combining N generated attri- 12ble 27. Single-run experiment. Each row reports faithfulness
butions by multiplying them element-wise to produce the final results obtained by SLOC using V| M| sampled masks for varying
values of NV (to match the total number of masks used across N

attribution map.
P attributions in the aggregation experiments).
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