
The overview of ASPVNet. The input point cloud is first voxelized, and the ASPVConv is utilized to extract the voxel features. Then, the features are projected into the BEV for extracting the BEV features. At last, the RPN and CRN are employed to generate and refine the object proposals. Additionally, AHSM is introduced to further enhance the supervision of feature extraction process after the 3D backbone.
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u  We propose Local Dense Relational Logit Distillation (LDRLD), a novel method that captures fine-grained logit relationships more 

effectively and enhances inter-class discriminability. 

uWe introduce the Adaptive Decay Weight (ADW) strategy, which comprises Inverse Rank Weighting (IRW) and Exponential Rank Decay 

(ERD). ADW can dynamically adjust the weights of ranked category pairs, thus enabling the student to more effectively optimize the 

classification of challenging categories.  

u Extensive experimental results on diverse datasets, including CIFAR-100, ImageNet-1K, and Tiny-ImageNet, consistently show that our 

method outperforms existing state-of-the-art logit-based KD methods, and justify its ability to capture and transfer critical inter-class 

relationships.  
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Overview of the proposed LDRLD framework, which includes the three key loss functions
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