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TL;DR Video Novel View Synthesis Results

Quantitative Results

Key Contributions

Method: Multi-View Motion Learning
Reangle-A-Video achieves video novel view synthesis
by applying NeRF logic to video diffusion models!

Project

Quantitative comparisons using VBench, MEt3R, FID and FVD

Quantitative evaluation on stochastic control guidance 
References
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- MEt3R (CVPR’25)
- PhotoConsistent-NVS (ICCV’23)

Method: Multi-View Image Inpainting

• A unified framework for generating synchronized multi-
view videos from a single input video.

• Unlike concurrent works (RecamMaster, TrajectoryCrafter), 
we do not require training on large-scale 4D datasets.

• We frame multi-view video generation task as video-to-
videos translation and decompose a dynamic 4D scene 
into:
(1) View-specific appearance (starting image)
(2) View-invariant motion (image-to-video generation)

Diffusion loss:
Masked diffusion loss:

à To address finetuning on warped videos, masked diffusion loss excludes invisible 
regions (pixels) in its loss computation
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