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Background

• Label noise learning primarily aims to mitigate the negative effects of 
noisy labels on model training, a challenge that is inevitable in real-
world scenarios.



Background

• Existing methods (sample selection, label correction, and sample re-
weighting) often face challenges in real-world applications due to their 
strong dependence on prior knowledge (e.g., noise rates, predefined 
thresholds, or additional clean subsets) to sustain performance. 



Background

• This dependence limits their adaptability and practicality in real-world 
scenarios where such priors are usually unavailable.



Idealy,

• We propose a novel approach for learning with noisy 
labels, termed CA2C. 

• This method introduces a combined asymmetric co-
learning and co-training framework that eliminates 
demands for strong prior knowledge.

• CA2C incorporates cross-guidance label generation 
to promote knowledge exchange between twin 
models. 



Our Proposed CA2C



Our Proposed CA2C

➢Loss for optimizing partial label learning model:

➢Loss for optimizing negative learning model: 

• Asymmetric Co-learning with Paradigm Deconstruction 



Our Proposed CA2C

• Asymmetric Co-training with Cross-guidance Label Generation 

➢Multi-hot candidate labels in PLL:

➢Multi-hot complementary labels in NL : 



Our Proposed CA2C

• Confidence-based Re-weighting Strategy for label disambiguation

➢Memory Bank:

➢Re-weighting:



Experiment Results

Synthetic noisy datasets:



Experiment Results

Real-world noisy datasets:



Experiment Results

Real-world noisy datasets:



Thanks!
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