HONOLULU

J1£11EE W) ICCVEPs Lovini

1 A

Federated Prompt-Tuning with Heterogeneous and
Incomplete Multimodal Client Data

Thu Hang Phung!, Duong M. Nguyen!, Thanh Trung Huynh?, Quoc Viet Hung Nguyen?,
Trong Nghia Hoang?, Phi Le Nguyen!

UInstitute for AI Innovation and Societal Impact, Hanoi University of Science and Technology, ?’EPFL ,
3Griffith University, *Washington State University



Federated Learning (FL)

Same type of data in clients



Types of Multimodal Dataset

Text-only Dataset Complete Dataset Miss-image Dataset
All samples are texts All samples are complete Some samples are complete
The rest are text-only
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Image-only Dataset Miss-both Dataset Miss-text Dataset
All samples are images Some samples are complete Some samples are complete
The rest are image-only and text-only The rest are image-only



Modality Missing in FL — ViLT!

Evaluation
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How to create client models and aggregate these for
clients having different missing rates?
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1. Kim, W., Son, B. and Kim, I. Vilt: Vision-and-language transformer without convolution or region supervision. ICML 2021




Related Works

[ FL methods J Apply Centralized
method [1] to FL

Solve modality missing but Address either Lead to inter-client heterogeneity

(local prompts not aligned when
aggregates in the server)

not utilizing pretrained inter-heterogeneity or
models in clients intra-heterogeneity

[ FED-PRIME }

v' State a new problem of modality missing in federated prompt-tuning
v" Propose a method to aggregate 2 types of prompt to solve 2 problems: Address
both inter- and intra-client heterogeneities

1. Lee, Y.L., Tsai, Y.H., Chiu, W.C. and Lee, C.Y., 2023. Multimodal Prompting with Missing Modalities for Visual Recognition. CVPR 2023.



Fed-Prime Overview

Trainable prompts
O Intra-client pool’s chosen prompts

@ Inter-client pool's chosen prompts
[ ] Embeddings

(1) Local Learning to Prompt
Overall Framework
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Local Training Objectives

Given input embedding after concatenated with selected inter-client prompts and intra-client prompts

—_ inter intra
Inputaugmented = (x) o Wy, ° Wy

Task loss for client t given m data points, F, and F, are classifier (updatable) and VIiLT frozen
encoder; w, 1s the classifier weight, and z; ¢ is sample’s label

m
1
Lt(W) = E Z l(Fc(Fp (Inputaugmented); Wc)» Zt,s)
t=1

Prompt relevant loss (contrastive)

m
1
R, = _E;[spos — Sneg]

Spos = Z log(a(q-k(pi)));Sneg= Z log(ff(—CI-k(pi)))

i[Eselected IeEunselected
Final loss

Liotar = Lt + AR,



Inter-client Prompt Alignment - Server

Motivation
* Prompt positions can encode different meanings due to
client heterogeneity (e.g., missing data, different tasks). Server Inter-Prompt Clustering Summarizing Prompt
 Simply averaging prompts breaks semantic alignment and =" o T T
Py SHE P P s NI D N Alignment /00 O @
hurts performance. e Nt 1) ] i/ 0 c-e e
. ) . . Y H A/ \‘| ‘\ A ," ,’I "&..\ -~ N~ e s : e S
*  Weneed to group similar prompts across clients before '. O oy R R
aggregation. e e | Broadcast
Clients send inter-prompts Select Select Select
How It Works:
1. Receive inter-prompts from all clients. m 2 (a2 1) i i i
. .. . . @ - —
2. Grpup prompts by semantic similarity (clustering). ° o L- . LA
3. Alignment: Create a global (summarizing prompt pool) C“e”” C"eT”” Clipnee
using the clusters’ centroids T
Local Update
4. Drop empty or unused clusters.
5. Broadcast to client to be the next inter-client prompt pool



Experiment Results

Datasets ‘ UPMC Food-101 H MM-IMDB
Test Test Test Test Test Test Test Test Test Test
Train | Method (~ Train) (Miss Both)  (Full Modal) (Text only) (Image only) (~ Train) (Miss Both) (Full Modal) (Text only) (Image only)
FEDAVG-P 15.71 £2.27 14.90 + 1.57 21.56 +7.81 16.91 £ 0.69 1536 +£0.43 22424227 21.89+1.34 30.78 £ 1.65 18.40 £ 0.06 14.53 £4.56
Nie FEDMSPLIT-P 15.62 £ 1.51 17.50 £ 1.97 2527 £8.22 18.78 £ 0.64 17.50 £ 1.97 21.02+1.89 19.97x£0.74 24.39 £ 6.08 14.38 £2.76 18.09 £6.13
Text FED-INTER 54.82 +£19.01 4887 +24.64 59.17+27.06 35.13+26.78 56.59+15.12 18.25+3.50 1695+3.57 18.67 +7.63 15.03 +4.66 18.01 +£1.95
FED-INTRA 61.71 £17.22 48.09+19.12 62.06 £ 26.98 22.51+£592 62.64+11.83 1338+ 1.73 1277 +£0.85 12.55 £ 1.67 11.31 £0.38 14.33 £1.80
FED-PRIME 78.88 + 0.90 80.38 £0.65 92.12+0.40 73.01+£4.25 76.83+1.22 31.92+0.20 31.48 +0.30 37.67 £ 0.04 30.60 = 1.41 30.69 + 1.41
Improv. (%) ‘ 27.82 1 64.48 1 48.44 1 107.83 1 22.651 H 42.37 1 43.81 1 22351 66.30 1 69.65 1
FEDAVG-P 1735 £4.77 15.12+£1.48 16.84 +2.37 18.12 £ 6.49 14.81 £0.24 27.69£597 22.55+3.06 3194 £ 098 2376+ 11.72 12.29 £ 0.47
Miss FEDMSPLIT-P | 74.16 £10.56 48.88 +£10.26 45.64+3243 88.65 £ 2.17 1481 £090 || 19.11+£11.33 16.61+£7.22 18.19+12.55 18.12+12.30 12.81 £1.25
oo FED-INTER 7796 £11.62 64.62+10.22  8208x7.75 77.69+12.35 37.56 £6.49 1879 +£523 17.93+3.60 20.56 £3.56 17.67 £6.79 1547 £2.51
£° | FED-INTRA 22.84 £3.52 20.13+1.72 2348 +1.86 24.46 £ 2.99 16.66 + 1.32 15.75+4.34 14.06+3.16 15.68 £4.77 14.53 £3.65 11.71 £ 0.42
FED-PRIME 90.55 £ 0.22 79.12 £0.49  92.89 +0.21 90.18 £ 0.29  54.14 = 2.50 36.08 £0.35 31.35=+0.61 38.49 £+ 0.56 36.91 = 0.59 18.15 = 0.66
Improv. (%) ‘ 16.15 1 22.44 1 13.17 1 1.73 1 44.14 1 H 30.30 1 39.02 1 20.51 1 55.35 1 17.32 1
FEDAVG-P 14.57 £1.50 - 17.17 £ 4.37 16.40 + 4.05 13.24 £0.32 26.45+2.63 - 33.03 +£2.56 24.12+11.30 20.21 £1.98
Mi FEDMSPLIT-P | 49.15 £24.76 - 64.78 £36.62 64.62 +36.51 2149 +7.19 2425 +£5.02 - 26.05+11.17 26.02 £9.64 19.79 £ 6.20
B;tS}Sl FED-INTER 56.32 £21.77 - 6957+£1941 45.15+£34.09 5930+ 10.84 26.53 £0.90 - 31.97 +£2.22 29.69 +2.21 21.63 £0.77
FED-INTRA 49.28 +32.87 - 56.70+£3790 4324+34.19 49.85+2544 11.90 £ 0.37 - 1247 £ 0.45 11.46 +£0.33 12.83 £0.92
FED-PRIME 84.44 + 2.65 - 93.64 +0.58 87.95+0.91 72.41 + 3.88 32.01 +2.51 - 38.68 + 0.65 31.00 = 2.97 26.01 + 0.12
‘ Improv. (%) ‘ 49.93 1 - 34.60 1 36.10 1 22.111 H 20.66 1 - 17.11 1 4411 20.25 1

(*) Improv. shows the relative performance improvement between our proposal and the second-best. (in percentage).
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Figure 4.6: t-SNE plots of embeddings prior to classification on MM-IMDB under the Miss
Both training scenario for Client #4 (left)y and Client #14 (right) , with two subfigures per

client.




Label-skewed NonllD

Dirichlet « = 0.1 vs FEDPROX-PL1]

Train | Method Test Test Test Test Test
(~ Train) (Miss Both) (Full Modal) (Textonly) (Image only)

Miss FEDPROX-P 67.42 64.34 77.29 56.83 68.24
Text FED-PRIME 71.20 71.15 85.08 63.91 69.56
Miss FEDPROX—-P 82.56 71.26 85.24 83.05 45.31
Image | FED-PRIME 87.38 75.59 89.25 87.05 48.47
Miss FEDPROX-P .75 - 89.36 83.98 69.61
Both FED-PRIME 79.98 - 91.00 86.70 70.38

1. Li, T., Sahu, A.K., Zaheer, M., Sanjabi, M., Talwalkar, A. and Smith, V., 2020. Federated optimization in heterogeneous networks. Proceedings of Machine learning and systems.
10
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