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Algorithm-System Co-Optimization Empowering Edge AI

Motivation In the deployment process of (M)LLMs on smartphones, we
face the storage and memory limitations.
Ø We aim to deploy a single model that can efficiently

handle both pure language tasks and multimodal tasks
simultaneously.

Challenge
Ø MLLMs still cannot achieve satisfactory pure language

capabilities currently.
Ø Mainstream smartphone NPU platforms currently do not

support deploying MoE structures.

Solution We introduce GenieBlue, an efficient MLLM structural design
that integrates both linguistic and multimodal capabilities for
LLMs on mobile devices.
Ø Training: Freeze the LLM parameters during MLLM

training to maintain text-only capabilities.
Ø Deployment: Employ a non-shared base deployment

strategy.
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Observation 1: MLLM training will lead to a 
significant decline in pure language capabilities.



Technical Contribution - Summary

1) Problem Discovery and Statement:
We examine the deployment of LLM and MLLMs
on current smartphones, identifying performance
degradation in text-only tasks and highlighting the
limitations of current NPU platforms that do not
support the deployment of MoE models.

2) Approach Analyses and Structure Design:
We analyze how to maintain pure language
performance during the training of MLLMs from
training data and model structure perspectives.
Then, we introduce GenieBlue, which integrates
linguistic and multimodal capabilities for LLMs on
mobile devices through efficient and more
hardware-friendly model structural designs.

3) Strong Performance and High Efficiency:
We train GenieBlue with a large amount of
multimodal datasets, achieving capabilities
comparable to fully fine-tuned MLLMs without
compromising any pure language abilities. We also
support the deployment of GenieBlue on actual
smartphone NPUs.

Model Architecture
Ø ViT: SigLIP-400M

Ø MLP Projection Layer

Ø LLM: BlueLM-3B

Ø Replicated Transformer Blocks

Ø Added LoRA Module

Deployment Strategy
Ø Mixed-Precision Deployment

Ø Non-shared base deployment strategy
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Technical Contribution – Approach Analyses

Observation 2: Adding pure-text datasets has little impact on the
MLLM performance.
Observation 3: Adding pure-text data leads to an improvement in
objective NLP tasks but does not assist with subjective tasks.
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Approach Analyses – Data Perspective Approach Analyses – Model Structure Perspective

Observation 4: Compared to
full fine-tuning the LLM, LoRA
and CogVLM lead to a
decrease in the multimodal
performance of the trained
MLLM.
Observation 5: For CogVLM,
the addition of visual expert
modules at every quarter
interval of the layers results in
the best MLLM performance.



Technical Contribution – Approach Analyses
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Approach Analyses – GenieBlue Approach Analyses – GenieBlue

Training: We replicate the transformer blocks at every quarter
interval throughout the layers of the LLM while integrating LoRA
modules into the remaining transformer blocks. During multimodal
training, we freeze the original LLM, allowing ViT, the replicated
transformer blocks, and the LoRA parameters to be fully trained.

Deployment: Non-shared base deployment strategy
Ø For pure-text inference, we utilize the original, unmodified LLM

to perform all calculations.
Ø For multimodal inference, we replace the original blocks with the

trained transformer blocks at every quarter interval and
incorporate LoRA into the remaining transformer blocks.

Observation 6: For GenieBlue structure, GenieBlue-Skip achieves the
best multimodal performance, it also outperforms CogVLM-Skip.

Observation 7: Deploying with the non-shared base strategy results in
significantly better pure-text capabilities compared to the shared base
strategy.



Technical Contribution – Training and Deployment Recipe

Approach: Adopt a two-stage training strategy.
Ø Stage 1: Pretrain the linear projection layer while keeping the

ViT and LLM frozen.
Ø Stage 2: Finetune the entire model using a large-scale image-

text paired dataset.

Ø Stage 1: Use a pretraining dataset of 2.5 million image-text
pairs, including LLaVA, ShareGPT4V, and ALLaVA.

Ø Stage 2: Build a dataset of 645 million image-text pairs,
comprising both open-source and internal datasets. This
dataset covers a wide range of downstream tasks and diverse
data types such as image captioning, visual question
answering, text-image recognition, and pure text data.
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Training Recipe

Deployment Recipe
Ø Device: iQOO 13 smartphone with the Qualcomm Snapdragon

8 Elite SoC.
Ø SDK: Qualcomm QNN SDK.

Ø Precision:

ü ViT and projector layer: W8A16
ü LLM: W4A16
ü LoRA: W8A16

Training Data



Results - Strong LLM/MLLM Performance

• OpenCompass Benchmark（By March 2025）：

• Pure-text Tasks
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GenieBlue retains over 97% accuracy of BlueLM-V-3B while outperforming InternVL2-8B on average.

GenieBlue retains 100% performance of the original LLM, whereas Qwen2.5VL-3B exhibits some degradation.



Results – High Deployment Efficiency

• GenieBlue vs. BlueLM-V-3B：
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With the inclusion of additional LoRA parameters, GenieBlue incurs longer model loading times, slightly larger storage and memory
requirements, and a marginally slower token output speed. However, a token output speed of 30 token/s is fully sufficient for daily use
on mobile devices.



Thanks for your listening!


