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Motivation

◆ Diffusion models have become powerful generative tools (e.g., FLUX, DeepFloyd).

◆ Training them requires substantial computation and data → strong IP value.

◆ Released models are often misused: wrapped, fine-tuned, redistributed against license.

◆ Key Challenge:

◆ Need to detect whether a suspect diffusion model is derived from a victim model.

◆ Existing fingerprinting or watermarking approaches are either fragile or inapplicable to diffusion models.



Method: Key Challenges 

Fingerprinting diffusion models is hard because:

Challenge 1: Fine-tuning Distorts Feature Fingerprints

• Even though feature representations are more robust than weights, they still change significantly during fine-tuning, 

making it hard to determine whether a suspect diffusion model is derived from the victim model by directly measuring 

representation distance.

Challenge 2: Stochastic–Temporal Misalignment

• Diffusion models generate fingerprints as stochastic temporal sequences; the denoising steps across models are often 

misaligned and vary in length, causing existing deterministic-network fingerprint methods to fail. 



Method: DiffIP Overview

Representation Reversion:

Design a linear-approximation reversion module (orthogonal + scaling + translation) to 

map the suspect model’s features back to the victim model’s state, mitigating feature 

distortion caused by fine-tuning.



Method: DiffIP Overview

Dynamic-Programming Sequence Alignment:

Introduce a dynamic-programming-based temporal alignment to compute minimal 

cumulative distance between two stochastic fingerprint sequences, resolving step-wise 

temporal misalignment.



Method: Algorithm Details
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Thanks for watching!


	封面页
	Slide 1
	Slide 2
	Slide 3: Motivation
	Slide 4: Method: Key Challenges 
	Slide 5: Method: DiffIP Overview
	Slide 6: Method: DiffIP Overview
	Slide 7: Method: Algorithm Details
	Slide 8: Experiments
	Slide 9: Experiments
	Slide 10: Experiments
	Slide 11


