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Motivation

Model Capacity Limitation

® Small-scale MLLMs struggle to learn
complex cross-modal knowledge

® Conventional PT and SFT paradigm
insufficient

® Fundamental capacity gap requires
sophisticated distillation

Distillation Timing Issue

Knowledge distillation applied only
during SFT stage

Limited improvements from isolated
distillation

Missing systematic training paradigm
throughout learning

Single Distillation Objective
@ Focus on textual responses,
overlooking visual modality

@® Visual relationships between objects
not captured

@® Limited comprehensive transfer of
multimodal knowledge

Goal: Develop a training paradigm tailored for small-scale MLLMs that

enhances multimodal understanding



Method

Three-Stage Distillation Training Pipeline ,

= Distilled Pre-Training (DPT)

Purpose: Enhances alignment between
visual and linguistic representations

Prompt y,, Visual y}, Responsey.  MDist Prompt y3, Visual y; Response y;

Benefit: Lays foundation for cross-modal

RDist understanding
[ Eppr % i M i [ YEpFT ™
[-LLM s-LLM E s-LLM E [-LLM s-LLM f
) 5 ’ I i I P 3 ’ I £ Supervised Fine-Tuning (SFT)
€ . ) & . i & . i € . A L . Purpose: Equips student model with
Pr0J ector PI'OJ ector . PI'OJ ector : PrO_] ector PI'OJ ector multimodal reasoning capabilities
) T ’ E E ) T ’ Benefit: Enables learning from human-
(% “ " E ¥ E (% \ ¥ annotated data
Visual Enc. [Visual Enc. ] ! [Visual Enc.] ! Visual Enc. [Visual Enc. ] ‘
\ J - : \ J
Teacher Model Student Model i Student Model i Teacher Model Student Model
Stagel: DPT . Stage2: SFT | Stage3: DFT Y Distilled Fine-Tuning (DFT)
Image-Caption pairs Instruction-following data Purpose: Refines student's multimodal

comprehension

Benefit: Enhances deep reasoning ability




Method

Training Strategies

Multimodal Distillation (MDist)

y- Vs
,=, KL loss y
y; Yo

Relation Distillation (RDist)

Cosine

Similarity

Relation R}, Relation R,

™  Multimodal Distillation (MDist)

Mechanism

Distills the output distributions of visual tokens from the teacher model
to the student model

Objective

Ensures that the student model captures fine-grained visual information,
such as object features and local details, learned by the teacher

%" Relational Distillation (RDist)

Mechanism

Constructs self-correlation matrices from visual tokens of the teacher model
and transfers this relational knowledge to the student

Objective

Transfers the teacher's ability to model complex visual relationships, including
spatial arrangements and interactions between objects within a scene



Experiments

Benchmarked results with SoTA MLLMs

Method

LLM

#Samples

Image Question Answering

Benchmarks

Avgy

Avgio

VQAv2 GQA VisWiz SciQA TextVQA | MME MMB MMB®Y POPE MMMU
LLaVA-1.5 Vicuna-7B [2M 785 62.0 500 66.8 582 755 643 583 85.9 34.4 622 634
InstructBLIP Vicuna-7B 130 M - 49.2 - 60.5 50.1 - 36.0 - - - - -
Qwen-VL Qwen-7B 1500 M 78.8 593 352 67.1 63.8 - 382 7.4 - - - -
Qwen-VL-Chat Qwen-7B 1500 M 782 575 389 68.2 61.5 744 60.6 56.7 - 359 59.7 -
mPLUG-OwI2 LLaMA2-7B 400 M 794  56.1 54.5 68.7 54.3 725 665 - 85.8 32.7 62.1 -
TinyLLaVAT Qwenl.5-4B 1.2M 799 634 463 72.9 59.0 693 679 67.1 85.2 38.9 637  65.0
TinyLLaVAT Qwen?2.5-3B 1.2M 80.4 632 387 76.0 61.5 739 718 69.5 86.4 40.3 649  66.2
TinyLLaVA Phi2-2.7B 1.2M 799  62.0 - 69.1 59.1 732 669 - 86.4 38.4 - -
Bunny Phi2-2.7B 2.6M 79.8 62.5  43.8 70.9 56.7 744 686 37.2 - 38.2 592 -
Imp-3B Phi2-2.7B 1.5M - 63.5  54.1 72.8 59.8 - 72.9 46.7 - - - -
MobileVLM MLLaMA-2.7B 12M - 59.0 - 61.0 475 644 596 - 84.9 - - -
MoE-LLaVA Phi2-2.7B 22M 799 626 - 70.3 57.0 - 68.0 - 85.7 - - -
MiniCPM-V MiniCPM-24B 570 M - 51.5 505 74.4 56.6 689  64.0 62.7 79.5 - 612 -
LLaVADI MLLaMA-2.7B 1.2M - 61.4 - 64.1 50.7 68.8 625 - 86.7 - - -
Tmp-2B Qwenl.5-1.8B I5M 792 619 396 66.1 545 652  63.8 613 86.7 B 58.9 -
Bunny-2B Qwenl.5-1.8B 26 M 766  59.6 342 64.6 53.2 65.0  59.1 58.5 85.8 - 56.3 -
Mini-Gemini-2B Gemma-2B 2.7M - 60.7 415 63.1 56.2 67.0  59.8 51.3 85.6 31.7 57.1 -
MoE-LLaVA-2B  Qwen-1.5-1.8B 22M 762 615 326 63.1 48.0 64.6 597 57.3 87.0 - 55.3 -
TinyLLaVAT Qwen2.5-1.5B 1.2M 78.8 62.0 432 72.0 57.4 725 686 63.0 85.5 37.0 627 640
TinyLLaVAT Qwenl.5-1.8B 1.2M 73.1 555 349 65.3 47.7 612 571 555 83.4 34.1 539 568
LLaVA-MOD Qwenl.5-1.8B 5M - 58.7 392 68.0 58.5 66.7  66.3 61.9 87.0 - 59.9 -
LLaVA-KD Qwenl.5-1.8B 1.2M 790 623 447 64.7 53.4 69.1  64.0 63.7 86.3 33.6 603  62.1
LLaVA-KD Qwen2.5-1.5B 1.2M 80.3 625  46.0 71.6 59.7 700 710 66.6 86.7 35.8 639  65.0
SPHINX-Tiny  TinyLlama-1.1B M 747 580 492 215 57.8 63.1 523 56.6 82.2 - 512 -
TinyLLaVA' Qwenl.5-0.5B 1.2M 739 574 249 60.9 47.4 598  55.0 52.4 83.7 31.6 51.1 547
TinyLLaVA' Qwen2.5-0.5B 1.2M 74.8 583 289 59.1 492 61.5 589 54.2 86.1 33.6 529 565
LLaVADI MLLaMA-1.4B 1.2M - 55.4 = 56.0 45.3 58.9 550 - 84.7 - - -
LLaVA-MOD Qwenl.5-0.5B 5M - 562  31.6 62.8 53.9 653 588 50.4 - - 54.1 -
LLaVA-KD Qwenl.5-0.5B 1.2M 770  59.6 359 60.6 49.9 645  60.1 55.5 85.9 30.2 552 579
LLaVA-KD Qwen2.5-0.5B 1.2M 777 598 415 60.6 52.0 647 613 57.0 86.4 28.3 56.7 58.9

LLaVA-KD consistently outperforms existing small-scale MLLMs across multiple
standard multimodal benchmarks.



£ What is shimizu's number?

»

Shimizu is the number of the baseball

' 'player who is celebrating after the game. )

. Shimizu's number is 27.

v

£, What brand of cigarettes are these?

-[i]-These are Marlboro cigarettes. |

v

. These are Camel cigarettes.
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& What is the number of the runner in the lead? £, How many teaspoons of sugar does this recipe call for?
-@'The runner in the lead is wearing a number 589. @T he recipe calls for 2 teaspoons of sugar.
~__ The runner in the lead is wearing a number 57859.|; _ This recipe calls for 1 teaspoon of sugar. |

& Are all of the umbrellas the same colors?

[#).Yes, all of the umbrellas are the same color.

No, not all of the umbrellas are the
~ same color. There are different colors ...

it

V

1
N :

& What is used to eat with?

v

). The food is used to eat with chopsticks. :

To eat with, a spoon is used to scoop
~ up the food from the bowl.

8 1s everyone wearing a hat? ‘ - & Is there cheese on this plate of food?

V.

). Yes, everyone in the image is wearing a hat. | [*)Yes, there is cheese on the plate of food.

No, not everyone is wearing a hat. ; :
a0 y g ~ of a variety of fruits, vegetables, and pancakes.

No, there is no cheese on this plate of food. It consists|

V.
J




Ablation studies of different training stages Ablation Study on MDist and RDist

L Image Question Answering Benchmarks DPT SFT DFT A
Training Scheme —e o —Ao A VizWiz  SciQA  TextVOA | MME MMB _MMBCN POPE  MMMU 10910 MDist _ RDist MDist _ RDist %910
PT-SFT 739 574 249 60.9 74 598 550 304 83.7 316 5477 X v X X 55.5
DPT-SFT 746 578 288 61.2 49.1 599 569 51.6 84.3 314 55.6 V4 X v X X 55.1
PT-DFT 75.1 570 295 60.9 49.2 596  57.3 55.0 85.5 29.6 55.8 4 % X X 5.6
DPT-DFT 755 580 275 59.7 493 60.6  57.7 54.7 85.4 30.3 55.9 .
PT-SFT-DET 766 594 326 604 484 | 609 578 540 849 313 566 v v v X v 57.0
DPT-SFT-DFT 770 596 359 60.6 499 645  60.1 55.5 85.9 30.2 57.9 v v v X 57.7
DPT-DFT-DFT 775 603 376 61.1 49.3 632  59.4 54.9 86.0 31.0 58.0 v 4 v v/ 57.0
+* DPT improves visual-text alignment = DFT refines understanding ©® Combined MDist and RDist across both stages
DPT enhances visual-text alignment and multimodal | DFT enhances knowledge transfer and refines the yields optimal performance
understanding between representations student's multimodal comprehension _ _ _ .

© MDist focuses on fine-grained visual

information (object features)
& SFT enables effective learning W Three-stage pipeline performs best
SFT is essential for the student model to learn from DPT-SFT-DFT achieves optimal balance with highest
supervised human-annotated data average scores across benchmarks

@ RDist captures complex visual relationships
(spatial arrangements)




Experiments

Comparison with Distillation Strategies in LLMs

Distillation strate Image Question Answering Benchmarks Av
&Y "VQAV2Z GQA VizWiz SciQA TextVQA | MME MMB MMB®Y POPE MMMU g10
FKL. 743 36.1 317 594 49.0 589 574 540 844 298 555
RKL [11] 743 566 267  60.8 49.1 578  56.8 53.7 847  30.0 55.0
JSD [38] 738 549 323 603 48.7 576 578 543 85.1 29.8 55.5
Ours 751 570 295 609 49.2 596 573 550 855 296 55.8

Results indicate that specialized multimodal distillation strategies outperform generic LLM distillation methods for MLLMs.

Comparison with distillation pipeline in LLaVA-MOD

Benchmarks

Distillation Strate Image Question Answering Av
&Y "VQAvZ GQA VisWiz SciQA TextVQA | MME MMB MMBCNY POPE MMMU 910
MD 763 585  31.6 584 517 60.6 396 558 862 302 569
MD+PD 744 571 227 584 47.7 584 588 545 866 321 55.1
Ours 770 596 359  60.6 49.9 645 60.1 555 859 302 579

Compared with recent distillation-based methods such as LLaVA-MoD, LLaVA-KD achieves superior performance using
significantly less training data (1.2M vs. 5M), surpassing LLaVA-MoD by approximately +1.1%.



II Conclusion

(e

Three-Stage Training Pipeline

Systematically integrates distillation across different training phases to
ensure comprehensive knowledge transfer from large teacher MLLMs to
small student MLLMs.

. Distilled Pre-Training (DPT): Enhances visual-language
representation alignment

. Supervised Fine-Tuning (SFT): Equips multimodal reasoning and
instruction-following capabilities

Dual Modal Distillation Design
Introduces two distinct distillation mechanisms to capture both fine-
grained visual information and complex visual relationships.

. Multimodal Distillation (MDist): Captures fine-grained visual
information

. Relational Distillation (RDist): Transfers complex visual relationships
and interactions

Strong Empirical Results
Consistent improvements across multiple benchmarks, demonstrating
superior performance and efficiency compared to existing methods.

Stage] PT Stage2: SFT )
N
S MLLM s-MLLM
| €] Image-Caption pairs Instruction-following data
(a) Training recipe of existing methods
Stagel: DPT  Stage2: SFT Stage3: DFT
] M ]
s-MLLM s-MLLM s-MLLM
KD KD
s Share [
[-MLLM [-MLLM
'€] Image-Caption pairs Instruction-following data
\_ (b) Training recipe of LLaVA-KD )
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https://github.com/Fantasyele/LLaVA-KD
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