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Background
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Background

Multimodal Large Language Models (MLLMs) exhibit remarkable 

performance but face significant deployment challenges:

Massive Parameter Sizes: Enormous computational 

requirements

High Inference Costs: Resource-intensive operations

Resource-Constrained Environments: Limited 

computational resources in practical deployment settings

Core Problem

How to effectively compress and streamline MLLMs to reduce 

computational overhead while maintaining competitive 

performance?



Motivation

Model Capacity Limitation

Small-scale MLLMs struggle to learn 
complex cross-modal knowledge

Conventional PT and SFT paradigm 
insufficient

Fundamental capacity gap requires 
sophisticated distillation

Distillation Timing Issue

Knowledge distillation applied only 
during SFT stage

Limited improvements from isolated 
distillation

Missing systematic training paradigm 
throughout learning

Single Distillation Objective
Focus on textual responses, 
overlooking visual modality

Visual relationships between objects 
not captured

Limited comprehensive transfer of 
multimodal knowledge

Goal: Develop a training paradigm tailored for small-scale MLLMs that 

enhances multimodal understanding



Method

Three-Stage Distillation Training Pipeline

Distilled Pre-Training (DPT)

Purpose: Enhances alignment between 
visual and linguistic representations

Benefit: Lays foundation for cross-modal 
understanding

Distilled Fine-Tuning (DFT)

Purpose: Refines student's multimodal 
comprehension

Benefit: Enhances deep reasoning ability

Supervised Fine-Tuning (SFT)

Purpose: Equips student model with 
multimodal reasoning capabilities

Benefit: Enables learning from human-
annotated data



Method

Training Strategies Multimodal Distillation (MDist)

Mechanism

Distills the output distributions of visual tokens from the teacher model 
to the student model

Objective

Ensures that the student model captures fine-grained visual information, 
such as object features and local details, learned by the teacher

Relational Distillation (RDist)

Mechanism

Constructs self-correlation matrices from visual tokens of the teacher model 
and transfers this relational knowledge to the student

Objective

Transfers the teacher's ability to model complex visual relationships, including 
spatial arrangements and interactions between objects within a scene



Experiments

LLaVA-KD consistently outperforms existing small-scale MLLMs across multiple 
standard multimodal benchmarks.

Benchmarked results with SoTA MLLMs



Experiments

Visualization Comparison with Baseline



Experiments

DPT improves visual-text alignment
DPT enhances visual–text alignment and multimodal 
understanding between representations

SFT enables effective learning
SFT is essential for the student model to learn from 
supervised human-annotated data

DFT refines understanding
DFT enhances knowledge transfer and refines the 
student's multimodal comprehension

Three-stage pipeline performs best
DPT-SFT-DFT achieves optimal balance with highest 
average scores across benchmarks

Combined MDist and RDist across both stages 
yields optimal performance

MDist focuses on fine-grained visual 
information (object features)

RDist captures complex visual relationships 
(spatial arrangements)

Ablation studies of different training stages Ablation Study on MDist and RDist



Experiments

Compared with recent distillation-based methods such as LLaVA-MoD, LLaVA-KD achieves superior performance using 
significantly less training data (1.2M vs. 5M), surpassing LLaVA-MoD by approximately +1.1%.

Comparison with Distillation Strategies in LLMs

Results indicate that specialized multimodal distillation strategies outperform generic LLM distillation methods for MLLMs.

Comparison with distillation pipeline in LLaVA-MOD



Conclusion

Three-Stage Training Pipeline
Systematically integrates distillation across different training phases to 
ensure comprehensive knowledge transfer from large teacher MLLMs to 
small student MLLMs.

• Distilled Pre-Training (DPT): Enhances visual–language 
representation alignment

• Supervised Fine-Tuning (SFT): Equips multimodal reasoning and 
instruction-following capabilities

Dual Modal Distillation Design
Introduces two distinct distillation mechanisms to capture both fine-
grained visual information and complex visual relationships.

• Multimodal Distillation (MDist): Captures fine-grained visual 
information

• Relational Distillation (RDist): Transfers complex visual relationships 
and interactions

Strong Empirical Results
Consistent improvements across multiple benchmarks, demonstrating 
superior performance and efficiency compared to existing methods.



THANK YOU

https://github.com/Fantasyele/LLaVA-KD
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