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Deep Learning on 3D Point Clouds

® Since the release of PointNet and PointNet++, various 3D point cloud models
have been proposed, enhancing the model performance and efficiency.

® These models all share similar model architecture, utilizing Set Abstraction and
Feature Propagation layers as core components.

skip link

PointNet: Deep Learning on Point Sets for 3D Classification and Segmentation

PointNet++: Deep Hierarchical Feature Learning on
Point Sets in a Metric Space

PointNeXt: Revisiting PointNet++ with Improved
Training and Scaling Strategies

—
interpolate interpolate

Classification

unit
pointnet

sampling &~ pointnet ~ sampling&  pointnet
grouping grouping
. U\ J
Y Y
set abstraction set abstraction

pointnet

fully connected layers

Meta Architecture for Point Cloud Analysis

uocheng Qian'*, Yuchen Li'*, Houwen Peng®,
fed Al Kader Hammoud', Mohamed Elhoseiny’, Bernard Ghanem'!
sty of Sci ALST) *Microsoft Research

Haojia Lin', Xiawu Zheng?, Lijiang Li', Fei Chao', SH
Yan Wang®, Yonghong Tian®®, Rongrong J|

Key Lab y of Multimedi sted P ion and H
Ministry of Education of China, School of Informatics, Xiamen Ut
?Peng Cheng Laboratory. *Chinese Academy of Scienc

“National Engineering Research Center for Visual Technolo|
Shenzhen Research Institute of Xiamen Uni

PointVector: A Vector Representation In Point Cloud Analysis

XinDeng®  WenYu Zhang"  Qing Ding'  XinMing Zhang'
University of Science and Technology of China

{xin.deng, wenyuz}@mail.ustc.edu.cn, {dingging, xinming}@ustc.edu.cn

{linhj, lilijiang}estu.xmu.edu.cn, zhengxw0l@pcl.ac.cn, {rrjl, felchacleamu.edu.cn

ss.uang@siat.ac.cn, yan. com, yhtian@pku.edu.cn

Figures from Qi, C.R. et al. “PointNet++: Deep Hierarchical Feature Learning on Point Sets in a Metric Space”

v

Department of CSE
Seoul National University

Donghyun Lee “FastPoint: Accelerating 3D Point Cloud Model Inference via Sample Point Distance Prediction”



Challenges in 3D Point Cloud Model Inference

A Challenges
Irregular nature of point cloud = T computational challenges ]

|_ “ Performance Bottleneck

Farthest Point Sampling (FPS): Takes up average 80.9% of overall model execution time.
Neighbor Search: Takes up average 8.0% of overall execution time.

@ Our Proposal
#1. Minimum Distance Prediction Sampling (MDPS): Accelerates FPS via sample point

distance prediction.
#2. Redundancy Free Neighbor Search: Eliminates redundant distance calculations.
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Farthest Point Sampling - Observations

EI Observation #1. As sampling proceeds, the distance between the sampled

points decreases, and the decreasing trend of minimum distance displays a
smooth curve.

\El Observation #2. We can accurately estimate this curve using only a few initial
FPS iterations. This allows us to achieve comparable sampling quality with FPS
with low costs by simply sampling points according to the estimated curve.
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Solution #1. Minimum Distance Prediction Sampling

e We propose Minimum Distance Prediction Sampling (MDPS).
& Needs only 1/10 FPS
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Neighbor Search - Observation

EI Observation #3. There are redundant distance computations across ball
query, k-NN, and MDPS.
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Solution #2. Redundancy-Free Neighbor Search

® We propose Redundancy-Free Neighbor Search, which eliminates redundant
distance calculations in k-NN and Ball Query.
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Evaluation

mloU (Diff. to Baseline FPS) . FPS QuickFPS FlashPC W FlashPC + QuickFPS
Model Dataset | Baseline | Random Grid =
(FPS) | Sampling | Sampling | MDPS 7403
68.21 70.97 71.37
SIDIS | 7133 | (372) | (036) | (+0.04) 3

67.66 69.61 70.63

PV-L ScanNet 70.70 (-3.04) (-1.09) (-0.07)
Semantic | o o0 38.46 5062 | 5079
KITTI : (1245) | (029) | (0.12)
64.83 6954 | 69.74
S3DIS | 6972 | (4%g0) | (-0.18) | (+0.02)
50.94 7036 | 70.89
PMBL | ScanNet | 7086 | ooo | [030) | 4003) .

Semantic 5219 47.26 52.27 52.09 PV-L MB-L PV-L MB-L PV-L MB-L
KITTI : (-4.93) (+0.08) (-0.10) S3DIs ScanNet SemanticKITTI mean

Speedup
N

—_

NVIDIA RTX 3090
Accuracy Max 0.12 mloU loss, potential mloU gain of 0.04

Throughput 2.55x end-to-end speedup
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Sourced code available at https://github.com/SNU-ARC/FastPoint
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