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Introduction

Background:
» AIGC (GANs & Diffusion) — produce realistic fake images
« "“Seeing is believing” no longer holds — societal risks

» Detecting synthetic images (s urgent

A key challenge:

» Specialized detectors: High accuracy, poor generalization, data-
hungry

* Frozen pre-trained models: Good generalization, low accuracy

* Need: High accuracy + High generalization + Data efficiency

Solution: ForgelLens
* Build on frozen CLIP-ViT

— Guide the model to focus on forgery-relevant features with limited
training data.
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Visualization of extracted image features
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ProGAN StyleGAN Guided LDM

® ResNet50 (specialized model): clear separation on seen data (e.g., ProGAN) but fails on unseen data

® CLIP-ViT (frozen model): features cluster by image category rather than real vs. fake — general-purpose and not
optimized for forgery detection

® General-purpose features (e.g., frozen CLIP-ViT) contain much forgery-irrelevant info — poor fake/real separation



Forgelens
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Guide frozen image encoder to focus on

the forgery-specific information within
the general-purpose image features it
extracts during training

FAFormer
Refines forgery information from the
multi-stage image features (low-level
and high-level)



D a ta S etS Volume Total Size Classes Neg%

1% 1.600 car, cat, chair, horse 50%

4% 6,400 car, cat, chair, horse 50%

.. 20% 28,800 car, cat, chair, horse 50%
Training Dataset 50% 72,000  car, cat, chair, horse  50%

100% 144,024 car, cat, chair, horse 50%

* ForenSynths

Table 6. Statistics of Training Dataset. We report the number of
images in each data split, the class distribution (all classes share

¢ SUbSGmp/Ing 1 %, 4%, 20%, 50% Of Orlglnal the total data volume), and the proportion of negative samples.
training set

Generative Models  Size  Class Count Neg%

ProGAN 8,000 20 50%

CycleGAN 2,642 6 50%

BigGAN 4,000 N/A 50%

Evaluation Dataset StyleGAN ok & @
GauGAN 10,000 N/A 50%

. StarGAN 3,998 N/A 50%

* UniversalFakeDetect Deepfakes 5405 N/A 49.9%
SITD 360 N/A 50%

. . . SAN 438 N/A 50%

e 19 generative models (GANs & diffusion) el g P
IMLE 12,764 N/A 50%

* Includes real & fake images, some subsets by il P - . S o
s . 0

Class LDM 200 w/CFG 3,000 N/A 33.3%
LDM 100 steps| 3,000 N/A 33.3%

Glide-100-27 3,000 N/A 33.3%

Glide-50-27 3,000 N/A 33.3%

Glide-100-10 3,000 N/A 33.3%

DALL-E 3,000 N/A 33.3%

Table 7. Statistics of the UniversalFakeDetect Dataset. We report
the size of each subset, the number of classes (N/A indicates no
class split), and the proportion of negative samples.



Experimental Results

Generative Adversarial Networks Desp Low level vision Perceptual loss LDM Glide Avg

Wettiod Po Cyle Big Syle Gan Str fakes oo <N CRN IMLE Guided “500 200 100 100 50 100 DPALLE 2
GAN GAN GAN GAN GAN GAN steps WICFG seps 27 27 10
Specialized
Patchfor [3] 75.03 6897 6847 79.16 6423 6394 7554 75.14 7528 7233 5530 6741 7650 7610 7577 7481 7328 6852 6791 7124 Forgel_ens
F3Net [42] 99.38 7638 6533 9256 58.10 1000 6348 5417 4736 S147 5147 9620 6815 7535 6880 8165 8325 8305 6630 7133
FregNet [49] 97.00 09584 9045 9755 9024 0341 0740 8892 5904 7192 6735 8670 8455 9958 6556 8560 9740 8815 5906  85.09
[ ]

Preprocessing-based O u t p e rfo r m S .
CNN-Spot [54] 99.09 8520 7020 8570 7895 9170 5347 6667 4869 8631 8626 6007 5403 5496 5414 6078 6380 6566 5558  69.58
LGrad [47] 99.84 8539 8288 9483 7245 9962 5800 6250 5000 5074 5078 7750 9420 9585 9480 8740 9070 8955 8835  80.28 .. . N
NPR [50] 99.84 9500 87.55 9623 8657 9975 7689 6694 9863 5000 5000 8455 9765 9800 9820 9625 97.15 9735 8715  87.56 ® SpECIallzed detector: +9.90%
Frozen Model-based o)
UniFD [39] 1000 9850 9450 82.00 9950 97.00 66.60 6300 5750 5950 7200 7003 9419 7376 9436 7907 7985 7814 8678 8138 AVg.ACC, +6.88% AVgAP
FatFormer [32] 9089 9932 9950 97.15 9941 9975 09323 8111 6804 6945 6945 7600 09860 9490 9865 9435 0465 9420 9875  90.86
RINE [29] 1000 9930 99.60 8890 99.80 9950 8060 90.60 6830 8920 9060 76.10 9830 8820 9860 8890 9260 9070 9500 9131 ° A A .
C2P-CLIP [45] 9908 9731 99.12 9644 99.17 9960 09377 9556 6438 9329 9329 69.10 9925 9725 9930 9525 9525 9610 9855  93.79 Prep"OCeSSlng based detector:
Ours +7.43% Avg.Acc, +6.07%
FreLens 99.05 9924 9767 9664 9884 9524 8897 8583 9375 9723 9755 7334 9872 9698 9886 9607 9617 9543 9829  94.99

Avg.AP

Table 1. Accuracy (Acc) results of forgery detection methods on UniversalFakeDetect, covering both GANs and diffusion models. Methods

are categorized into Specialized methods | Preprocessing-based methods | Frozen Model-based methods | Ours. Bold and underline * Frozen model-based detector:
represent the best and second-best performance, respectively. +1.20% Avag.Acc, +0.17%
4
Avg.AP
Generative Adversarial Networks Low level vision  Perceptual loss LDM Glide g
Merhod Pro Cycle Big Swyle Gau  Star lfjai?: Guided 500 300 100 100 s0 100 DALLE iﬁi‘
GAN GAN GAN GAN GAN GAN on AN AOEN CIMLE seps WICFG seps 27 27 10 COmparEd to the base model
Specialized UniFD
Patchfor 80.88 7284 7166 8575 6599 6925 7655 7619 7634 7452 6852 7503 87.10 8672 8640 8537 8373 7838 7567 7773
FaNet 99.96 8432 69.90 9972 5671 100.0 78.82 5289 4670 6339 6437 7053 7376 8166 7462 8981 91.04 9086 71.84  76.89
FregNet 99.92 99.63 9605 99.89 99.71 9863 9992 9442 7459 8010 7570 9627 9606 1000 6234 9980 9978 9639 7778 91.95 e Im proves the AVg Acc by
Preprocessing-based
CNN-Spot 1000 9347 8450 9954 8949 0815 8902 7375 5947 9824 0840 7372 7062 7100 7054 8065 8491 8207 7059 8358 1361% and AVgAP by 8. 69%
LGrad 1000 9398 90.69 99.86 7936 9998 6791 5942 5142 6352 69.61 8706 99.03 99.16 99.18 9323 9510 9493 9723 8635 . . ra . .
NPR 1000 9953 9453 9994 8882 100.0 8441 9795 9999 50.16 50.16 9826 9992 9991 9992 9987 9989 9992 9926  92.76 (IntrOdUCInq mlnlmal tralnlnq
Frozen Model-based )
UniFD 1000 9813 0446 8666 0025 9953 0167 7854 6754 8312 0106 7924 90581 7977 9593 0393 0512 0450 8845  00.14 parame ters
FatFormer 1000 1000 9998 9975 100.0 100.0 9799 97.94 8121 9984 9993 9199 9981 9909 99.87 99.13 9941 9920 99.82  98.16
RINE 1000 1000 9990 9940 100.0 100.0 9790 9720 9490 9730 9970 9640 99.80 9830 9990 9880 9930 9890 9930  98.78
C2P-CLIP 1000 1000 9996 99.50 100.0 100.0 9859 9892 8456 99.86 9995 9413 9999 9983 9998 9972 9979 9983 9991  98.66
Ours
FreLens 1000 1000 99.83 9982 9998 100.0 9544 9420 98.69 9994 9999 9292 9992 9949 9987 99.10 9945 9933 9980  98.83

Table 2. Average Precision (AP) results of forgery detection methods on UniversalFakeDetect.



Ablation Study and Robustness Evaluation

Effectiveness Analysis of Forgery Focus

w/WSGM W/FAFormer Avg.Acc.(%) Avg.AP.(%)

X X 81.38 90.14
X v/ 87.89 92.26
v X 94.52 98.12
v v/ 94.99 98.83

Table 3. Average accuracy and average precision (Acc/AP) in the
Ablation Study of WSGM and FAFormer on UniversalFakeDe-
tect. Results without each module are denoted as *w/o’. The top-
performing results are highlighted in bold.

Comparative Analysis of WSGM and
Fine-Tuning Methods.

Method Backbone  Avg.Acc.(%) Avg.AP.(%)

X CLIP-ViT 81.38 90.14
Adapter CLIP-ViT  85.49 (4.111)  94.29 (4.15})
LoRA CLIP-ViT  86.96 (5.581) 96.41 (6.271)

WSGM (Ours) CLIP-ViT 94.52 (12.861) 98.12 (7.981)

Table 4. Average Accuracy (Avg.Acc) and Average Precision
(Avg.Ap) evaluated on UniversalFakeDetect. We compare our
proposed WSGM with the previous fine-tuning method Adapter
and LoRA. The top-performing results are highlighted in bold.

Impact of Different Training Data Size
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Robustness Evaluation

w/Blur  w/Cropping Ww/JPEG w/Noise = Avg.Acc.(%) Avg.AP.(%)
v X X X 81.98 (13.01}) 92.10(6.731)
X v X X 91.17(3.28]) 96.97 (1.86)
X X e X 91.62(3.37)) 97.74(1.09))
X X X v 82.64 (12.35]) 93.41(542))
v v v v 86.54 (8.45]) 94.87 (3.96))

Table 5. Average Accuracy (Avg.Acc) and Average Precision

(Avg.Ap) evaluated on UniversalFakeDetect under various pertur-
bations.



Visualization
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CLIP-VIT (frozen base model) ForgelLens (ours)
* Captures general-purpose features » Focuses on forgery-specific regions (e.g., face swap
» Attention dispersed, fails to localize forgery artifacts artifacts, hair textures)

* Ineffective for forgery detection *  Provides targeted and interpretable responses



Conclusion

Key contributions

. Zroposed Forgelens, a data-efficient & feature-qguided framework for generalizable forgery
etection.

* SOTA performance on 19 generative models (GANs & diffusion)
* Requires only minimal training data

Limitations & Future Work
» Two-stage training adds complexity
* FAFormer sensitive to hyperparameters

* Improve training stability and effectiveness. Enable learning from limited data to distinguish
real vs. fake, including latest generative techniques.
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Thanks for listening!

Emalil: yingjianchen@henu.edu.cn



