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• Drawbacks of previous works in Earth System:

1. Traditional weather prediction models often struggle with exorbitant 

computational expenditure and the need to continuously update forecasts as 

new observations arrive. 

2. For instance, the upper-air variables (e.g., temperature profiles) are sparse and 

sampled via radiosondes/satellites, while the surface variable (e.g., precipitation, 

wind) are dense but updated in near-real-time.

3. This asynchrony poses significant challenges: when introducing new variables 

(e.g., satellite-derived aerosol data), existing models must be entirely retrained 

from scratch, incurring prohibitive computational costs.

Motivation
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• Previous works & Ours:

1. Previous Works: Entirely retraining the whole model from scratch when new variable 

comes . 

2. Ours: Incrementally training limited number of parameters from the pretrained model. 

• Two strategies on Forecasting:

a) Pre-Training;

b) RMSE Comparison of Z500;

c) Full Training;

d) Incremental Training;

Motivation
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Main Contribution
1. This work initiates the research on incremental learning paradigms for weather 

forecasting. We propose the quantitative benchmark to evaluate the performance. 

2. We present Variables-Adaptive Mixture of Experts (VA-MoE), the first framework 

tailored for incremental atmospheric modeling. VA-MoE achieves expert specialization 

through contextual variable activation driven by variable index embeddings, enabling 

dynamic assignment of experts to variables during both training and inference. 

3. Extensive experiments on the ERA5 dataset demonstrate that VA-MoE achieves 

comparable performance for surface variables, while delivering superior accuracy in 

upper-air variables.
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Methodology – Main Framework

A
tt
en
tio

n

N
or
m

N
or
m

Reconstruction
E
nc
od
er

t Time

Index
Embedding

t Time

t+1 Time

IM

D
ec
od
er

IM

VA
-M

oE

:Surface VariablesSV

Z  Q  U  V  T   SV
1   0   0   0   0    0   ...
0   1   0   0   0    0   ...
0   0   1   0   0    0   ...
0   0   0   1   0    0   ...
0   0   0   0   1    0   ...
0   0   0   0   0    1   ...

Transformer Block

Incremental ModuleIM:

: Frozen

: Learnable

UV

SV

 Upper-Air VariablesUV:

Input

Encoder Decoder

Output
Incremental Updating

Blocks

Input

Encoder Blocks Decoder

Output
Initial Training(a) (b)

(c)

In
de
x

E
nc
od
er

Extra Index 
Embedding

Core Design



Hao Chen PEILab, ICCV 2025 2025/9/9 7

Methodology – Incremental Setting

1. The weather variables 𝑋! are divided into two sets: (i) the initial training variables at t 

time X"
# ∈ ℝ$×&×', and, (ii) the incremental variables at t time X()# ∈ ℝ$×&×*.

2. When new variables are incrementally introduced to the model, specialized experts 
are dynamically integrated into the transformer blocks to process these variables. 

The Encoder, Decoder, and the previous Experts are frozen. Only the newly-added 

experts and Index Encoder are trained.
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Methodology – VAMoE Structure

• VA-MoE introduces index embedding 𝐈𝐙
within transformer blocks, which dynamically 
guides experts in learning hierarchical 

relationships between atmospheric variables. 

• As new variables X"
# are incrementally 

integrated, corresponding experts are added 

to the transformer architecture and optimized 

via index-based affinity assignments. 
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llustration of the VA-MoE. In the left subgraph, the input features 

comprise both upper-air and surface variables. The right subgraph 

details CAE module. 
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Methodology – Loss Function

• A variable-adaptive loss function that aligns variable rates with their

inherent spatiotemporal characteristics.

• Prediction Loss: Obj!"#$ = %X%&' − X%&' ⨀ %X%&' − X%&' /e( +w

• Reconstruction Loss: Obj"#)*+, = %X% − X% ⨀ %X% − X%

• Joint Loss: Obj%*%-. = Obj!"#$ + λ ∗ Obj"#)*+,
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Experiments & Results

• Dataset. In this work, we conduct 

experiments on ERA5. We train the model 

on 40-year dataset in the initial stage and

20-year dataset in the incremental stage. 

• The right image is the comparative 
analysis of RMSE across 10 models for 4 

variables, including Z500 and T850 in the 

initial stage, as well as T2M and U10 in the 

incremental stage.
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Experiments & Results

Prediction performances on Incremental Training with 5 surface variables, i.e., T2M, U10, V10, MSL, and SP. 
* denotes running by ourselves. All experiments are in 0.25°with 721 × 1440 resolutions.



Hao Chen PEILab, ICCV 2025 2025/9/9 12

Experiments & Results

Prediction performances on Initial Training with 5 upper-air variables. 

Architectural impact on 5 upper-air variables under 500 hPa. All experiments are with 128 × 256 resolutions.
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Experiments & Results

6-hour visualization of upper-air and surface variables.
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• Our work: In this work, we proposed incremental weather forecasting, a 

novel task that addresses the challenge of dynamically expanding weather 

models to incorporate new variables without retraining from scratch.

• Limitation: This work incrementally transforms the upper-air model to 

surface variables. It might be more meaningful to test the model's 

performance on larger datasets and in a wider range of scenarios, for 

instance, extending the atmospheric model to the ocean and soil.

Conclusion


