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Inference Stage with Cache Reuse
• Diffusion Transformers are slow: many 

steps, heavy per-step compute.

• Prior accelerations: fewer steps 
(solvers/distillation) or lighter nets 
(quantization/sparsity).

• Existing cache-reuse triggers mostly 
late via local similarity → unstable 
quality, fragile on distilled models.



Motivation

Existing similarity-driven 
cache reuse methods 
predominantly target the latter 
half of sampling, at which 
point the denoiser’s corrective 
capacity is limited, making 
cache-induced errors difficult 
to remedy.



Method

Trajectory-Guided Cache Reuse 
• View sampling as a path from noise→data; compute a simple curvature score per step.
• Select reuse steps by low curvature, not late-only heuristics. Allocate a fixed reuse budget across 

early/mid phases, enforce a minimum gap.
• What we reuse: DiT attention  + MLP activations needed for the denoiser; 
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• Cache-induced noise exhibits correlation and can therefore be corrected.

Cache-induced Noise Correction 

•The sampling process during cache reuse  
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Cache-induced Noise Correction 

 



Experiment Result



Visualization



Thank You!


