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We propose SVTRv2, a CTC model endowed with the ability to handle text irregularities and model linguistic context. First, a Multi-Size Resizing (MSR) strategy is proposed to resize text instances to appropriate predefined sizes, effectively
avolding severe text distortion. Meanwhile, we introduce a Feature Rearrangement Module (FRM) to ensure that visual features accommodate the requirement of CTC, thus alleviating the alignment puzzle. Second, we propose a Semantic
Guidance Module (SGM). It integrates linguistic context into the visual features, allowing CTC model to leverage language information for accuracy improvement. Code is available at: https://github.com/Topdu/OpenOCR
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