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' P~ The greater the power
' the more dangerous the abuse.
Edmund Burke
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€ Unintended generalization

Generative models can produce unseen yet realistic data, causing privacy leaks, copyright infringement, and style
imitation as their generalization power grows.

Can we make generative models
forget undesired data?

3

€ Limitations of existing methods:

Existing MU methods are designed for DDPMs or conditional generation, and due to differences in objectives and
architectures, they cannot be directly applied to SGMs or more general unconditional generation.
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€ Shortcomings of the “gold standard” MU

In 2D Gaussian and high-dimensional experiments, the
current “gold standard” MU for SGMs still regenerates data

that should be forgotten, showing unintended
generalization persists.
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Table 1: The Negative log-likelihood (NLL) values of different methods
with respect to the data from p;4¢q-

Test Standard Unseen MSGM
D, 10.91 10.63 10.64
Dy 10.73 11.59 39.01

This raises doubts about the robustness and
reliability of existing MU methods.

D¢(Bangs )
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€ Key Idea: Modify the score function to steer sampling away from NSFG data while preserving
the SFG score to maintain generation quality.

) arg min {D(pe(x), pg(x)) — D(po(x), ps(x))} :

; m@in Lysem = mgn E¢~u(0,7) (0Lg + (1 — a)Ly) R v
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Paan = SN ((=2,-2), D+ N (0,0, D)+ EN((2,2), D), Ly = A(t) { Ex(0)Exs)[llso (x?(£),2)

78 > > — V() log por (x9(t) | x(0))[13] }, x? € D,.

Orthogonal-MSGM: Orthogonal complement steering for distributions that are
moderately separable.

---------

Obtuse-MSGM: Negative correlation steering for highly overlapping distributions.
Lf =A\(1) { EX(O)EX(t)[Sg(Xf(t), t) - N lnggt(X‘f (1) | x/ (0)] }, x/ e Dy.
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€ Class-wise/Feature-wise Ungeneration

Table 1. Quantitative results of unlearning undesirable features or classes.
Unlearning Ratio (%) (| Negative Log-Likelihood (D_{,r (1) and Dy (1))

Dataset Model Feature/Class Test
Standard Ort Obt Unseen EraseDiff Standard Ort Obt  Unseen EraseDiff
3 11.0 04 1.5 1.8 1.4
MNIST VESDE 5 158 08 36 »3 11 D, 2.82 3.92 3.70 3.07 3.30
3and 7 26.8 1.2 5.1 4.1 2.5 Dy 2.78 13.23 12.08 3.01 3.74
automobile 11.2 1.9 0.9 34 9.7
CIFAR-10 VPSDE dog 13.4 10,0 11.5 10.8 8.2 Dy 3.12 3.22 3.28 3.09 3.09
automobile and dog 24.6 119 124 142 17.9 Dy 3.20 594 437 3.21 4.10
. D, 2.90 2.90 2.92 2.90 -
STL-10 VPSDE airplane 12.1 24 36 38 2.6 D, 119 204 925 530 )
CelebA  VPSDE bangs 196 35 07 67 12 | - : - - : -
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€ Unlearning DDPM and Fine-tune

Table 2. Fine-tune quantitative results.

Unlearning Ratio (%) ({)

Dataset Model Feature/Class
Stand Ort Obt Unseen EraseDiff
automobile 11.2 2.7 0.6 34 94
VPSDE dog 13.4 8.7 8.9 10.8 5.2
CIFAR.10 automobile and dog 246 114 9.5 14.2 14.6
automobile 13.1 3.3 1.6 2.7 3.0
DDPM dog 13.9 5.4 3.6 4.5 4.4
automobile and dog 27.0 8.7 5.2 7.2 7.4
CelebA  VPSDE bangs 196 26 0.1 6.7 1.9

Table 3. Fine-tuned NLL values for CIFAR-10 on VP SDE.

Test Standard Unseen Unlearning Unseen EraseDiff

D 2.89 3.06 4.36 2.92 3.06
s 291 10.36 14.96 2408 4.38
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€ Unlearning T2l Generation on High-resolution Datesets

Table 4. Unlearning T2I models on Imagenette.

SDvl.4 ESD EraseDiff MSGM

FID of D,(]) 4.89 3.09 3.09 3.08
CR(]) 0.74 0.00 0.00 0.00

EraseDiff
MSGM (pl:pokmon) SDv1.4 Dy (tench)

EraseDiff

=

cyprinoid EraseDiff (pl:cyprinoid) MSGM

Comparison of EraseDiff using semantically similar pseudo-label
‘cyprinoid’ (for ‘tench’) versus our pseudo-label-free MSGM approach.

Visualization of diverse unlearning methods applied to fine-tune SD v1.4 on the
Imagenette dataset. The left green box displays NSFG images sampled from
forgetting datasets. ‘pl’ indicates the pseudo-label used during training.
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€ Application to Downstream Tasks

Table 5. The inpainting comparison results.

ACC (%) (DH(T) and D;{L]) FID of DH(L) CLIP of Dg(l,) PSNR of Dy(‘]‘} SSIM of Dy(’]‘)
Clean Stand Ort Obt Unseen | Stand Ort Obt Unseen | Stand Ort Obt Unseen \ Stand Ort Obt Unseen \ Stand Ort Obt Unseen

D, 954 725 755 747 758
CIFAR-10 1% o5's 750 572 49.6 507 | 1311 1596 1346 1364 | 680 680 677 672 |31.09 3109 3L01 3103 | 0.56 055 054 0.54
D, 963 834 83.6 83.1 845
Dy 963 841 59.5 503 54.9
D, 983 955 99.0 99.5 098.0

Dy 983 530 1.0 05 20

Dataset

STL-10 28.48 2995 2855 28.56 | 850 851 850 &850 [31.18 31.17 31.17 31.18 | 0.59 0.58 0.57 0.59

CelebA 2042 3031 2943 3042 | 896 896 897 894 (3454 3452 3450 3454 | 0.83 0.82 0.81 0.82

Table 6. The comparison results of reconstruction.

ACC (%) (D, (1) and D; (1)) FID of D, (}) CLIP of D, (1) PSNR of D, (1) SSIM of D, (1)
Clean Stand Ort Obt Unseen|Stand Ort Obt Unseen|Stand Ort Obt Unseen| Stand Ort Obt Unseen |Stand Ort Obt Unseen

D, 954 88.1 877 87.0 87.9
CIFAR-10 5" 955 744 484 69.6 703

Dataset

552 571 557 594 | 691 690 689 690 | 3191 32.15 32.19 31.82 | 092 092 093 091
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€ Application to Downstream Tasks
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The comparison of inpainting results on the CelebA dataset. The mask
size is 64 x 16. The restored results on Df are displayed on the left. The
restored results on Dg are displayed on the right.
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The comparison of reconstruction results on the CIFAR10 dataset. The
top, middle and bottom columns are the original images,
reconstruction images by Unseen, and reconstruction images by Ort
respectively.

MSGM Unseen
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Thank you for watching

Moderating the Generalization of Score-based
Generative Model
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Code Link: https://github.com/yunfengdiao/Moderated-Score-based-Generative-Model

Paper Link: https://arxiv.org/pdf/2412.07229

International Conference on Computer Vision, ICCV 2025




	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11

