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Spatial Intelligence

- Spatial Intelligence—the capacity to understand, reason, and act on spatial information—is
the foundation of embodied Al and a key prerequisite for AGI.

‘“ A Fei-Feili S o Eis
¢ ‘f\?/ &gh/ Fei-Fei Li

~10 years is a small blip in history, but a giant leap forward for the field of Spatial Intelligence is a critical piece of the Al puzzle. This is my 2024
Al, and Computer Vision. This was my TED talk in 2015, at the dawn of TED talk about the journey from evolution to Al, on how we build Spatial
Modern Al. What a decade we have had since then! Intelligence. "Sight turned into insight; Seeing became understanding;
If you watch both these two talks, it will give you a pretty good Understanding led to action. All these gave rise to intelligence." 1/
understanding of the past 10 years of computer vision, Spatial
Intelligence, and Al. N/

?

) Fei-FeiLi

TED.com has released my talk about Computer Vision at #TED2015 .
ted.com/talks/fei_fei_...

- Spatial Intelligence is also for Cognitive Science, Urban Science, Complex Systems, Earth Science




Spatial Intelligence — Urban Intelligence
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- General LLMs have significant limitations in spatial knowledge, understanding, and reasoning.
Image Question Answers
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o
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1 =",.- [ ] GPTT4-TUI‘b0 m O Ie Answer: 3.2
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1 ® Average of Human Recipients Answer: 57.6
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Spatial Spatial Spatial Mental Spatial Overall Legend
Perception  Relation  Orientation  Rotation Visualization  Ability

Xu, Wenrui*, Dalin Lyu*, Weihang Wang*, Jie Feng, Chen Gao, and Yong Li. "Defining and
Evaluating VLMs' Basic Spatial Abilities: A Perspective from Psychometrics." ACL 2025 Main.

Gurnee, Wes, and Max Tegmark. "Language models represent space and time." ICLR 2024.



Urban Intelligence

- We need strengthen LLMs spatial intelligence at Urban scale for embodied and generalized Al.

Remote Sensing

Street View
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Before UrbanLLaVA: CityBench

« A comprehensive urban spatial intelligence benchmark
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1‘ 8 tasks in 13 cities around the world

! ]
- ' Q: Plea alyze the population density of the Prompt Examples Q: A traffic light controls a complex intersection with 4 signal i
2 i image show nparing to all cities around the phases. Each signal relieves vehicles' flow in the allowed lanes. =4~ 4;——*—
i world. Rate the poj n density in a degree from The state of the intersection is listed below. It deseribes: = - 4 |
] 0.0 t0.9.9, where higher rating represents higher - The number of lanes relieving vehicles' flow under cach ™ | §
sxemsee ! u should provide your GeoSpatial trafTic light phase. < %_
‘My answer is X.X.'3 - The total count of vehicles present on lanes permitted to move

| I where *X.X* rep ¥ e population|  Prediction of each signal
- Local Deployment density. Then, you should give the reason Phase Option 0: Allowed lane counts: .... Which is the most
- Cloud APIs Traffic | cffective traffic signal option that will most significantly improve

A(CogVLM-2): My an | the trafic condition during the next phase?

A(Qwen-VL-Plus): F

eris6.5

Signal-
A(GPT-40): ...Phase Option 3 has the highest number of waiting
Control | vehicles (14). Answer: <signal>3</signal

v CityBench

Feng, Jie*, Jun Zhang*, Tianhui Liu*, Xin Zhang, Tianjian Ouyang, Junbo Yan, Yuwei Du, Sigi Guo, and Yong Li. "CityBench: Evaluating the capabilities of large 5
language models for urban tasks." KDD 2025 Dataset & Benchmark.

—_—



Before UrbanLLaVA: CityGPT

 For urban geospatial knowledge: CityGPT, using daily behavior simulation to synthesize data
general LLMs <= | CityInstruction training Self-Weighted Tuning evaluating . CityEval Benchmark ) CityGPT
Human Behavior | Citylnstruction & Self-Weighted Tuning CityEval Benchmark

- 2 ¥ aca
Simulation ' - lef't' I.—G G1: City Image G2: Urban Semantics G3: Spatial Reasoning

g walk 100m & ||| Base i [ Lossg |
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néarest shop loéailon Y?g difecl;'on of XtoY? Training ) :E‘ . E]:l EEI% ,,> %‘
around here? A: You need to first A: While you need Data General Model Domain Model
A: Thereisa walk 100m along X to go south first, ..., =
grocery store 100 road, where you can thus X is to the Self-Weighted Tuning %~
merters ahead, ... observe ... north of Y

Templates LLM Augmented lower loss weights for “low-quality” data
Large-scale human behavior Domain-data mixed adaptive Systematic evaluation of
simulation to synthesize high- training to balance general language-based urban
quality, multi-source spatial data. and specialized capabilities. spatial cognition.

Feng, Jie*, Tianhui Liu*, Yuwei Du, Siqi Guo, Yuming Lin, and Yong Li. "CityGPT: Empowering urban spatial cognition of large language models." KDD 2025 Research




Before UrbanLLaVA: AgentMove/Mobility-LLM

« For urban mobility intelligence: language-driven methods (AgentMove) and modality-aligned
modeling (Mobility-LLM).
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Mobility-LLM: Models movement by
using classical models to process mobility
trajectories, obtaining an embedded

representation that is then integrated
into the LLM.

Gong, Letian, et al. "Mobility-LLM: Learning visiting intentions and travel preference from human mobility data with large language models." NeurlPS 2024
Feng, Jie, et al. "AgentMove: A large language model based agentic framework for zero-shot next location prediction." NAACL 2025.



Before UrbanLLaVA: GeoChat/UrbanVLP

 For urban vision intelligence, e.g., GeoChat and UrbanVLP.

Referring Expression Region captioning Image Description Visual QA
[USER]:[refer] Football [USER]: [identify] What is [USER]:Can you please Y [USER]: How many football
ground on the right side, present in this area? describe the image in detail? grounds and basketball

surrounded by trees.

Thei . i G courts are present in the

i e image is an aerial view of p >

L \ a sports complex, with two el There are two

y football grounds at the center football grounds
A basketball and one at h &

field at the bottom of the the bottem. The football and one

I
H Aenal

Surel image. g::::f”ure surrounded by :f::::?.q“ ground
O Large Language Model ‘“
ﬁ {F ? : (b) Vision Pretraining (self-supervised) : (d) Multi-Granular Vision-Language Pretraining (ours) |
mem  Prefrainin, - - h T Ticion 4+ Hish. . g
<im_start> ~ MLP Adaptor <im_end> [task specific prompts] e y 1 PR Vi Quah.t;.'ffffl.l.f.l.}.[fiil;h :
] o b ]
LA RO

.n.'e,.‘

<System Message>

A chat between a curious . CLIP-VIiT
human and an artificial
intelligence assistant.
The assistant gives

helpful, detailed, and
polite answers to the
human's questions.

GeoChat: Addresses urban remote sensing UrbanVLP: Focuses on predicting socio-economic
recognition and detection tasks using a indicators from street view imagery, leveraging
classical multi-modal architecture. contrastive learning and LLM annotation.

I W Checked Qualityy
LT _Text |Guamnree

Kuckreja, Kartik, et al. "Geochat: Grounded large vision-language model for remote sensing. " CVPR 2024
Hao, Xixuan, et al. "Urbanvlp: Multi-granularity vision-language pretraining for urban socioeconomic indicator prediction." AAAI 2025



UrbanLLaVA: Building Unified Foundation Model for Urban Intelligence

« UrbanLLaVA: Achieves unified modeling of remote sensing, street view, geographical data, and
mobility trajectories by deeply aligning and fusing visual information with geospatial knowledge.

General Multi-Modal Large Lanauge Models (LLaVA, ...... )

GeoSpatial Data Satellite Image

- o - = \-\ = < S
| | [EEne
: View - ’/\)
GeoChat CityGPT Image\x\ 52
' GeoSpatial Dat
Street View ‘ Trajectory Data sl A
; ™ s = f“m‘; i \l(
‘/\\/ i . Urban Instruction Data
UrbanVLP Mobility LLM UrbanLLaVA
Existing Works Our Work

Feng, Jie, Shengyuan Wang, Tianhui Liu, Yanxin Xi, and Yong Li. "UrbanLLaVA: A Multi-modal Large Language Model for Urban Intelligence with Spatial Reasoning." ICCV 2025 9



UrbanLLaVA: Building Unified Foundation Model for Urban Intelligence

« UrbanLLaVA: UData + Utrain + UBench

———— 2% 9% =
UData: Data Pipeline A X000 UTrain: Training Pipeline LLM Pro UBench: Evaluation Benchmark 'ég gt =
& £ T dl - 2z 5
| LLM ] , : — e % 8 B
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e — W o W 4
landmark = this  — A: Shuguang, xx, Haidian District, layout of the amenities QW P,lchnflhcr - - X =\l Q?,. S N
street view image Beijing, 100080, China in the satellite image. following roads is not % § £ @ q““
and possible S 2 connected to Victoria { & o >z:‘, _5 g %,
surrounding POLs. —_—  STV-Disc Embankment Gardens? \G‘QQQ@ . < = " AL
. - 0
Q: <image>\nPlease describe the e 8936 2
STV-Geo =] street view image and possible ol 1h§ b 1d§d e s &8s 2 %A,(;}
- i ling Dele Street View Image satellite images in urban area, & 53 8 frs %%
Q: Where is this SROUBARE E - L . which image probably N &5 %
image located? fe— — Navigation-Vision : A shows most POIs (For 2
A- Itisin XX road Q: <image>\n Please provide the SAT&STY Q: Selecting the most example, ['restaurants’,
500m, where xxxxx Reason and next Action('forward', 'left’, Q: You are given a 5:i Iumau * possible nearby POIs or ‘bakerys', 'foods', 'fast_foods'])?

-

‘right’. or 'stop') based on the image
and the route navigation instruction.

<image>and a STV image <image>,
and please predict which quadrant the

landmarks description
in the region of a street

Training Data

view image. ——

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
STV image lies in the SAT image. H
i 4op
! Trajectory-Prediction 2/
1 =
1 « N
1
1
1
1
]
1
'
'
'
1
1
1
1
1
'
1
i

A: Bottom left

GeoSpatial Data Table 1. Detailed information about UBench for Beijing, ‘STV’

Trajectory-Yision

Trajectory-Text

Q: Where is the nearest shoj . o . o v
iRy : (in:‘:‘a:'fl::':;“c’!"fx;tﬁfc L';::; Q: You're at Lava, and you need to get refers to street view image, and ‘SAT’ refers to satellite image.
j . V' {4 .
Q:cnlcl:zr:hlsazgmccry el A5 heading fiom north v sovth ‘X K?riﬁr?;_?ﬂo meters from north s
e :‘:;:;“}g;:sgi{:hm 15,3 sleL to south, with Starbucks on the left. Q: <history>: xxx, <context>: xxx, Tasks Data Category Metrics Samples  Source
- - <targel_siay>: XX . .
T Yo:%tai 1: & ;‘:dm ey Rt GeoQA Geospatial Data  GeoQA  Avg. Accuracy 1450  CityBench
_ location based on his/her activity TrajPredict Trajectory Data  Geo+Traj Top-1 500  CityBench
GeoSpatial Data (Geo) Trajectory Data (Traj) pattern <history> and <context>. Navigation Single STV Geo+Traj Success Rate 50  CityBench
3 = Please infer what the SceneComp Multi SAT Geo+SAT  Accuracy 200  UrBench
o 5 ¥ <next_place_id> might be from ImgRetrieval ~ Multi STV & SAT Geo+SS  Accuracy 200  UrBench
/ L SR CameraLoc Multi STV & SAT Geo+SS Accuracy 200  UrBench
2 N Trajectory-Visual Consist STV-Address Single STV~ Geo+STV  Accuracy 200 UBench
®-: é % STV-Landmark Single STV Geo+STV  Accuracy 200 UBench
= Q ‘_[ml are g_Ivcn one r;fercm_c image <image>\n and four SAT-Address Single SAT Geo+SAT  Accuracy 200 UBench
opsons. \’:’hmh option image i3 taken most close to the SAT-Landuse Single SAT ~ Geo+SAT  Accuracy 200  UBench
T } N . reference STV-Outlier Multi STV~ Geo+STV  Accuracy 200  UBench
— Location View Trajectory View Global View 5 SceneFunc Multi SAT ~ Geo+SAT  Accuracy 200  UBench

Feng, Jie, Shengyuan Wang, Tianhui Liu, Yanxin Xi, and Yong Li. "UrbanLLaVA: A Multi-modal Large Language Model for Urban Intelligence with Spatial Reasoning." ICCV 2025 10



UrbanLLaVA: Building Unified Foundation Model for Urban Intelligence

« Uses a multi-stage training pipeline for urban domain multi-modal and multi-scenario tasks,

leading to significant performance gains on critical benchmarks.

Answer: ...

LLM

000000
2y

<//: <« [Stage3: Mixture Tuning }

UTrain

multi-stage
training pipeline

. - [Stage2: Knowledge Learning ]

/4

N

{ Stagel: Task Alignment ]

&
<0.61
>
Q
£ 0.4
5
3 0.21
<
0.0 il

multi-stage
training approach
yields superior
performance on

Tm?‘ed Nav ‘%a“O“T Addreésceﬂeﬁ““c e OX“e‘S

critical tasks
compared to direct

One stage: K

B Three stage: TA — K — Mix

Two stage: TA - K

One stage: K +TA

mixed training.

City Beijing London

Task Group GeoQA Geo+Traj Geo+STV Geo+SAT Geo+SS GeoQA Geo+Traj Geo+STV Geo+SAT Geo+S5S
VILA1.5-3B 0.3873 00200 03967 03200 0.2575 04362 00400 02557 0.2850 0.2725
VILAL.5-8B 04322 00589 04300 03488 0.2425 04841 0.0884 04495 04575 0.2575
VILA1.5-13B 04410 0.1156 05167 03638  0.2400 04592 0.1298 04991 04538 0.2625
InternVL2-8B 04709 0.1578 04667 03313 0.2325 04973  0.1347 04477 04763 0.2400
InternVL2-26B 04877 0.1478 04550 03825 0.2275 05168 0.1288 04923  0.5138 0.2425
Qwen2VL-7B 04950 0.1389 04383 03638 0.2675 04991 0.1560 04381 04863 0.2775
Qwen2VL-72B 0.5491 0.1611 05817 03588 0.2975 05802 02322  0.6375 04375 0.3250
LLama3.2-11B 04229 00756 04375 03075 / 04804 0.1180 04000  0.3800 /
LLama3.2-90B 04502 0.1056 05325 02925 / 0.5659 0.2010  0.5450 04700 /
GPT40-mini 04542  0.1622 04350 03800 0.2475 05357 0.1278 04752  0.5388  0.2675
GPT40 0.5479  0.1522  0.4300 04125 0.3025 0.6446 0.1300  0.5469  0.6050 0.2850

UrbanLLaVA-VILA1.5-8B 0.5682
vs. VILAL.5-8B
vs. Best Baseline

+3.48%

0.2800

0.8650

+72.63% +48.70%

0.6663

0.7025

0.6399

+61.53% +132.23% -0.73%

0.2680

0.7500

0.7100

0.4325

+31.47% +375.38% +101.16% +91.03% +189.69% +32.18% +203.17% +66.85% +55.19% +67.96%
+1542% +17.65% +17.36% +33.08%

achieves significant performance improvements

across various tasks in multiple cities.

Beijing (Baseline) BN Beijing (Ours) London (Baseline) B London (Ours) New York (Baseline) B New York (Qurs)

3 . . . .
gos __generalization across cmes
206 l
204 _-— I I | m l_.
- ll
0.0 . . - 5
G 20QN predt pddress » _\_.aﬂt\m“ﬁ Ixﬁlt““ gAY an \u,a"“ q _Outhier ‘c(_,ok WY c,ccﬂ‘:‘; un “—&"I\E\' a carﬂs"BLOC

e 11



UrbanLLaVA: Building Unified Foundation Model for Urban Intelligence

« Task Examples

STV-Landmark
Image Inputs: Tmage Tnputs: Prompt: The following is a multiple-choice User: You are given a satellite image <imag'e>a.nd a s@eet 'view imagg <i.mage>, can you predict which quadrant the street
- . . b ; . view image lies in the satellite image?
; & _ ! question about selecting the most possible nearby A. Top left
B :".f . - POIs(Place of Interests) or landmarks description B. Top right

in the region of a street view image.
A. Residential building area.
B. Overpass near commercial buildings.

C. Bottom left
D. Bottom right
Please provide a detailed reasoning for your answer. And give me one letter as your answer in the last sentence.

Prompt: You are given one reference image <image=\n and four options. Which option
image is taken most close to the reference?

A.The First image <image= B.The Second image <image= e __ - C. Power fransmission lines. = . T
C.The Third image <image= D.The fourth image <image= Reference: A VILA1.5-8B: A D. Wudaokou Shopping Center }
Only provide one letter as the answer and please select your answer from A, B, C, or D. Ours: A GPT.do mini: A Please choose the most suitable one among A, B,
. . . C and D as the answer to this question.
Reference: D Expls.matmn:.The n‘efer ence displays a city Explanation: The sidewalk Please output the option directly. No need for
Ours: D VILA1.5-8B: road image with a bike lane. The fourth and apartment building explanation.
image shows a similar scene while the others indicate that there is a

GPT-4o mini: l lack features like bike lane or sidewalks. residential building area nearby.

STV-Outlier Task STV-Landmark Task

User: <image >\n What is shown in this street view i
el

mage? And what related pe

ois could be estimated nearby
o

Image Inputs:

s ﬁ )

Prompt: In the provided four satellite images

in urban area, which image probably
shows most POIs (For example, [‘restaurants’, 'bakerys’, 'foods’, 'fast_foods’,

e 7 i : niclubs’] Assistant: Step 1: Identify the satellite view image’s address: The satellite image is taken in the Chaoyang District of
‘cafes’, ‘coffees’, 'vending machines’, ‘nightclubs’])?

‘beveragess’, food _courts', 'bars’,

! . . . Assistant: The image depicts a building partially obscured by lush greenery. The structure appears to be a single-story Beijing, featuring a well-organized 5x5 grid of notable locations. To the north is the Olympic Village Science Park, a central
A. The first image <image> B. The second image <image= building with a flat roof, characterized by a light-colored exterior that suggests a concrete or stucco material. The roof is site surrounded by various establishments. Directly east along Datun Road is the National Zoological Museum of China,
ird i < ji = i < = i ith z i ich 2 as ; e A < . = 5 2
; C Thi; third lrmag? “:,jge P D. Iﬂ’e Jourth image <image ;‘E;‘f}:ﬁ‘:‘:{ﬁ;i‘i‘l‘jﬁr‘l‘;’h‘;zﬂﬁd“‘ol‘i ‘“b:l\:;‘i:‘rrlzz‘:glﬁfzzﬁ jpfiﬁﬁczr'em R enhancing the area’s scientific theme. Moving south on Datun Road, you’ll find China Unicom, a key telecommunications
Only provide one letter as the answer and please select your answer from 4, B, C, or D. e E.qens & AHOUS prants Creats A VIDrIk. g - AINCCANE A WET SalabE ; ; : addi : it Ds p i Titati
¥ P B . f . e . natural environment. The vegetation is thick, with a mix of taller trees and lower shrubs, suggesting a sense of seclusion. pr0v1der, and the vibrant The Red Parrot Im‘ige Agency, "lddmg cultural flair. Datun Road connects these points, facnhtdung
Reference: C VILA1.5-8B: l Explanation: The third image depicts a commercial area. The building is positioned towards the center of the image, with trees flanking its sides, while a pathway or road runs along easy navigation. This area blends educational, cultural, and commercial establishments, all within close proximity.
. .. . Inconfrast to residential or sparse offices, it is likely to thelleft:side, leading towardsithe viewer: _ ) o . Step 2: Identify the street view image’s address: The street view image is taken at The Red Parrot Image Agency, # 50,
Ours:; C GPT-40 mini : C haves higher concentration. of foodorelatsd businesses The spatial relationship between the building and the surrounding greenery is notable; the building is somewhat hidden by - s
g & the dense plants, which extend close to its walls, creating a harmonious blend of man-made and natural elements. The Datun Road, Chaoyang District, Bel.lmg' 100101, China.
sunlight filters through the leaves, casting dappled shadows on the ground, enhancing the tranquil atmosphere of the scene. Step 3: Determine the quadrant where the street view image lies in the satellite view image: The street view image is located

Overall, the image conveys a sense of quietude and integration with nature. in quadram C of the satellite view image.”
S ge.

SceneFunc Task with STV-Description Cameraloc Task with STV and
Satellite Image Satellite Image
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Thanks!

UrbanLLaVA@Github

Contact Jie Fenq via:

https://lvonfeng.github.io/
fengj12ee@hotmail.com



