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Task

Given human pose sequence, we aim to refine them to 
achieve smooth and accurate sequences.

Input Pose Sequence Refined Pose Sequence



• We have significant improvements 

in PA-MPJPE and MPJPE on AIST++.

• We achieve lowest acceleration error 

on Human3.6M.

Compare with SOTAs
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Motivation

(b) GST-Scanning (Ours)(a) ST-Scanning

(a) Traditional ST-Scanning (SpatialTemporal Scanning) involves redundant tokens, failing to capture the 
dependencies between joints. 

(b) Our GST-Scanning (Graph-guided Spatial-Temporal Scanning), under the guidance of the human joint 
relationship graph, effectively captures joint dependencies while preserving temporal coherence.



Experiments

Comparison in Different Representations

PS-Mamba outperforms state-of-the-art methods in 2D, 3D, and SMPL representations, 
excelling in pose accuracy and temporal smoothness.



Motion Denoising Task

PS-Mamba outperforms SOTAs in accuracy and smoothness for denoising task, 
demonstrating strong robustness across various noise types and levels.



Comparison with Video-based SOTAs



Efficiency Analysis

Both PS-Mamba and PS-Mamba-T provide superior performance 
compared to SmoothNet and SynSP.



Ablation Study



Impact of Window Size

Increasing the window size generally enhances model performance, particularly in 
terms of temporal consistency and smoothness



Visual Comparison



Visual Comparison

In the first row, 
FCN misidentifies the left 
and right feet, while our 
results align closely with 
Ground Truth.

In the fifth row, 
our model performs robustly 
even under occlusion.



Failure Cases



Accel and MPJPE Analysis



Demo Videos

SPIN PS-Mamba (Ours) Ground Truth



Demo Videos

SPIN PS-Mamba (Ours) Ground Truth



Demo Videos

SPIN + Noise PS-Mamba (Ours) Ground Truth



Summary

• Our PS-Mamba is the first to incorporate spatial-temporal graph learning 

with Mamba for the task of human pose sequence refinement.  

• We design an effective ST-GSS block that captures spatial-temporal 

relationships across frames.

• We introduce a dynamic graph weight matrix that learns the relative 

influence of edges.

• Experiments show that PS-Mamba outperforms current SOTAs.



Thanks for your time!
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