
Text Embedding Knows How to Quantize Text-Guided Diffusion Models
Hongjae Lee, Myungjun Son, Dongjea Kang, and Seung-Won Jung

Motivation

QLIP: Quantization of Language-to-Image diffusion models using text PromptsWhy do we need QLIP?

Diffusion models generate high-quality images but suffer from huge computational cost.

Existing quantization methods ignore text prompts, which are critical for guiding generation.

Neglecting text prompts results in inefficient bit allocation across layers and timesteps.

We propose QLIP, 
the first text-aware quantization method for diffusion models.

When the full-precision model would produce high-quality images, low-bit quantization causes 
a severe drop; when quality is low, the drop is minor.

Q1. Should all images use the same quantization bit precision?

This shows that the impact of quantization strongly depends on the expected image 
quality.

The Impact of Quantization on Generation Quality

The Impact of Prompt Richness on Generation Quality

Image generation quality varies with the richness of the text prompt.

Simply making prompts longer does not guarantee better results

The more richly the prompt describes shapes, textures, and attributes, the higher the quality of 
the generated image.

Q2. Can we predict quality before generation and allocate bits accordingly?

The T2Q module is trained to predict image 
quality from CLIP text embeddings.

Ground-truth quality scores are obtained using 
GIQA on images generated by a full-precision 
diffusion model.

T2Q Module Training ProcessT2Q Module ResultsOverview of QLIP Framework.

The T2Q module predicts generation quality from text embeddings.

The Q2B module allocates layer- and timestep-wise bit precision based on the predicted quality.

Together, they enable a text-aware quantized diffusion model that balances efficiency and image quality.

Pikachu is a small, yellow, mouse-like 
creature with large, black-tipped ears that 
resemble lightning bolts. It has rosy cheeks, 
a small mouth, and large, expressive eyes. 
Pikachu's body is covered in soft, yellow fur, 
and it has a long, lightning bolt-shaped tail. 

Pikachu

Pikachu, the symbol and eternal mascot of 
Pokémon, is the most famous of over 1,000 
Pokémon and is a Pokémon with an electric 
attribute. It appeared in various video 
games, TV shows, movies, and merchandise 
since its introduction in the late 1990s.
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QLIP Bit Allocation by Prompt Richness

Quantitative Results
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Text Prompt: The most annoying features of modern cars
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QLIP reduces computational complexity while preserving image quality.

Table reports results on a lightweight diffusion model (BK-SDM), QLIP is also effective on larger models (SDXL, FLUX).

A1. Bit precision should be dynamically allocated across layers and timesteps based on image quality. A2. Generation quality can be predicted from the text prompt.

The richer and more detailed the prompt, the higher bits QLIP allocates to generate 
vivid and detailed images.

For simple prompts, the image is relatively easy to generate, and QLIP accordingly 
assigns lower bits.

QLIP dynamically assigns bit precision across timesteps and layers, adapting to the predicted generation quality.
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