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Motivation

• Outdoor scenes are structurally complex and unbounded, with large viewpoint changes that pose major challenges to pose 
optimization and reconstruction.

• Purely visual methods lack geometric priors and struggle to converge stably in such environments.
• Existing 3DGS-SLAM methods (e.g., Photo-SLAM [CVPR’24], MGS-SLAM [RA-L’24], OpenGS-SLAM [ICRA’25]) rely on separate 

tracking modules and often suffer from scale drift under large motions, degrading localization and mapping accuracy.
• Pretrained monocular depth models (e.g., DepthAnything) and point-map models (e.g., MASt3R) provide geometric priors, 

but suffer from scale inconsistency across frames, limiting their effectiveness as reliable constraints.

Core: Develop a 3DGS-SLAM framework that introduces usable global geometric constraints under monocular RGB input and 
suppresses scale drift, enabling stable and accurate localization and reconstruction in complex outdoor scenes.

On the KITTI dataset, our method maintains robust camera tracking and high-fidelity novel view rendering, even during sharp turns with large viewpoint changes.



S3PO-GS Framework

The system initializes the 3DGS scene from the first frame and then runs frame by frame with the incoming inputs. Each 
input frame starts pose tracking, and keyframes start mapping.

Tracking: Constructs a triple correspondence among 3D Gaussians, point maps, and the new input view for pose 
estimation, achieving fast convergence of pose optimization while ensuring global scale consistency of the estimated 
poses.
Mapping: Proposes a patch-based scale alignment module, which performs bidirectional correction between the 
pretrained point map and the dynamic Gaussian scene, ensuring global scale consistency between poses and the scene.



S3PO-GS Framework

• Starting from the constructed 3DGS scene, render a per-pixel 3DGS point map from the viewpoints of 
adjacent keyframes.

• Perform per-pixel 2D–2D matching between the current frame and adjacent keyframes; using pixel 
correspondences, associate current frame pixels with the rendered point map to obtain 2D–3D 
correspondences.

• Based on the 2D–3D correspondences, estimate the initial pose of the current frame using PnP + 
RANSAC.

• With this initialization, refine the pose by minimizing the photometric error through the differentiable 
3DGS rendering pipeline.



S3PO-GS Framework

Patch-based Scale Alignment

Motivation: Use the geometric prior of the pretrained 

point map to constrain mapping, but its global scale is 

inconsistent with the current 3DGS scene and must 

be corrected first.

Patch-wise alignment: Divide the rendered 3DGS 

point map and the pretrained point map into patches; 

first select candidate patches with similar distributions.

Robust estimation: Within candidate patches, 

normalize and select “accurate pixels” to compute the 

scale correction factor.

Iterative convergence: Repeat until the scale factor 

stabilizes.

Result: Obtain a globally scale-aligned pretrained 

point map, which serves as a reliable geometric 

constraint to improve mapping consistency and 

tracking stability.



Results

On three outdoor datasets, our method achieves significant performance improvements compared to 

previous 3DGS-based and NeRF-based SLAM methods.



Results

The right figure shows novel view rendering 
comparisons on Waymo (rows 1–3), KITTI (rows 
4–6), and DL3DV (last two rows), including both 
RGB images and depth maps.

It can be observed that:
• Our method renders high-quality images

across diverse outdoor scenes, with higher 
fidelity in details such as vehicles, streets, 
buildings, flowerbeds, and eaves.

• The depth maps are more accurate in 
complex regions like tree branches, roadside 
vehicles, and pillars, and show greater 
stability and smoothness in large areas such 
as the ground.



Results

Pose trajectory comparison (meter)

The right figure shows pose trajectory 
comparisons with other 3DGS-SLAM 
methods across multiple scenes from three 
datasets.

It can be observed that:
• Under large viewpoint changes, other 

methods exhibit significant drift, while 
our method demonstrates superior 
robustness.



Results Demo

The video demonstrates the real-time 

performance of our SLAM system.

While processing the input video stream, 

the system simultaneously optimizes the 

camera trajectory and the 3D Gaussian 

scene.

• Green box: Camera pose of the current 

input frame.

• Blue box: Camera poses of historical 

keyframes.
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