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Motivation

. Traditional closed-world segmentation is restricted to fixed categories.
. Open-world segmentation enables recognition of arbitrary objects guided by prompts.
. Two major paradigms exist:

- Open-Vocabulary Segmentation (text prompts)
- In-Context Segmentation (image prompts)

. Limitation: Existing works treat them separately, lacking a unified framework that leverages
both modalities together.
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(a) Overview of COSINE (b) SegDecoder (c) Image-Prompt Aligner

*  Model Pool: Pretrained CLIP (vision & text), DINOv2 extract multi-modal features.
* SegDecoder: - Feature Blender - Image-Prompt Aligner - Pixel Decoder - Multi-Modality Decoder
* Training: Only SegDecoder is trained — efficient, unleashes foundation models.

* Inference: Supports image prompts, text prompts, or both collaboratively.



Experiments

few-shot sem. few-shot ins. open-voc. pano. open-voc. sem.
Methods Venue LVIS-92* LVIS ADE20K Cityscapes  A-847 PC-459

one-shot few-shot AP APr PQ AP mloU PQ mloU mloU mloU

few-shot model

HSNet [34] ICCV’21 17.4 229 - - - - - - - - -
VAT [15] ECCV’22 18.5 22.7 - - - - - - - - -
DiffewS [63] NeurIPS’24 314 354 - - - - - - - - -
in-context model

SegGPT [44] ICCV’23 18.6 254 - - - - - - - - -
PerSAM-F [57] ICLR 24 18.4 - - - - - - - - - -
Matcher [26] ICLR’ 24 33.0 40.0 - - - - - - - - -
SINE [27] NeurIPS’'24 31.2 35.5 8.6 7.1 - - - - - - -
open-vocabulary model

ODISE [48] CVPR’23 - - - - 234 139 287 239 - 11.1 14.5
FC-CLIP [55] NeurIPS’23 - - - - 26.8 168 341 440 56.2 14.8 18.2
HIPIE [42] NeurIPS’23 - - - - 229 19.0 29.0 - - 9.7 14.4
SED [46] CVPR’24 - - - - - - - - - 13.9 22.6
universal model

X-Decoder [65] CVPR’23 - - - - 21.8 13.1 296 381 520 9.2 16.1
UNINEXT* [51] CVPR’23 - - - - 8.9 149 6.4 - - 1.8 5.8
OpenSeeD [56] ICCV’23 - - - - 197 150 234 414 478 - -
DINOv [20] CVPR24 - - 154 145 232 151 253 - - - -
OMG-Seg [21] CVPR'24 - - - - 27.9 - - - - - -
PSALM [58] ECCV’24 - . - . - 139 244 - B - 14.0
COSINE? e ok 34.2 39.1 17.4 233 281 167 352 37.1 534 15.2 19.6
COSINE 35.2 40.7 20.3 258 31.0 21.1 357 420 56.1 15.6 19.2

Table 1. Results of different open world segmentation tasks including few-shot semantic segmentation, open-vocabulary panoptic segmenta-
tion and semantic segmentation. * We report the performance evaluated in [42]. T indicates the single-scale variant of COSINE.



Experiments

Method R refCOCO refCOCO+ refCOCOg
val testA testB val testA testB val(U) test(U)

MAttNet [54] CVPR’18 56.5 62.4 51.9 46.7 524 40.1 47.6 48.6
MCN [30] CVPR’20 62.4 64.2 59.7 50.6 55.0 44.7 49.2 49.4
VLT [9] ICCV’21 67.5 70.5 65.2 56.3 61.0 50.1 55.0 5747
LAVT [53] CVPR’22 T2 75.8 68.8 62.1 68.4 55.1 61.2 62.1
CRIS [45] CVPR’22 70.5 Jip) 66.1 62.3 68.1 53.7 59.9 60.4
ReLA [25] CVPR’23 73.8 76.5 70.2 66.0 71.0 5T 65.0 66.0
X-Decoder [65] CVPR’23 - - - - - - 64.6 -
SEEM [66] NeurIPS’23 - - - - - - 65.7 -
LISA [19] CVPR’24 74.9 79.1 723 65.1 70.8 58.1 67.9 70.6
COSINE this work T2 80.7 71.1 66.4 132 56.4 67.4 68.5

Table 2. Results of referring segmentation on refCOCO, refCOCO+ and RefCOCOg. We report the metric of cloU.



Experiments

DAVIS 2017 YT-VOS 2019

Methods Venue

J&F G
with video data
AOT [52] NeurIPS’21 85.4 85.3
XMem [4] BCCN*22 87.7 85.5
DEVA [5] ICCN"23 86.8 85.5
Cutie [6] CVPR’24 88.8 86.1
without video data
Painter [43] CVPR’23 34.6 20.6
SegGPT [44] I€ECN23 75.6 734
SEEM [66] NeurIPS’23 58.9 -
DINOv [20] CVPR’24 733 52.0
PerSAM-F [57] ICLR’24 76.1 46.6
SINE [27] NeurIPS’24 779 66.4
COSINE e 76.7 66.0
COSINE-FT 80.2 70.0

Table 3. Results of video object segmentation on DAVIS 2017, and
YouTube-VOS 2019. Gray indicates the model is trained on target
datasets with video data.



Experiments

Prompt LVIS-92° ADE20K Prompt LVISs-92° ADE20K
vision text 1-shot 5-shot PQ AP mloU vision text | -shot J-shot PQ AP mloU
v 45 78 ] ] ] v 35.2 40.7 23.8 15.8 26.3
4 _ _ (3.2 76 302 v 37.8 - 310 21 35.7
g b 277 391 77 81 104 4 v 43.1 45.9 314 213 36.3

Table 5. Effect of the interaction between visual and textual
branches during inference.

Table 4. Effect of the interaction between visual and textual
branches during Training. All models are trained for 10k steps.
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Figure 3. Qualitative results. COSINE can perform various open-world segmentation tasks with different modal prompts (image and text).
For few-shot segmentation, the left image is the example image and the right is the result.
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General Scenario
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combined prompts : combined promts

only text prompt only visual prompt combined pmmpts combined prompts

Figure 4. Visualization of prompt synergy. The top row shows the
input prompts, the bottom row presents the corresponding outputs.
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