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INVARIANT VS. EQUIVARIANT SELF-SUPERVISION

ℒ𝑖𝑛𝑣 = ℒ 𝑓 𝑝𝑥 𝑔 ∙ 𝑥 , 𝑓 𝑥 ℒ𝑒𝑞𝑢𝑖 = ℒ 𝑓 𝑝𝑥 𝑔 ∙ 𝑥 ,  𝑝𝑦 𝑔 ∙ 𝑓 𝑥
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Invariance Equivariance

Visual  recognition involves not only identifying what an 

object is but also understanding how it is presented [1].

[1] Jiayun Wang, Yubei Chen, and Stella Yu. Pose-aware self-supervised 
learning with viewpoint trajectory regularization. In ECCV, 2024.



MOTIVATION
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Most equivariant SSL (e.g., SIE, EquiMod) enforce 

equivariance via objective functions/predictor.

• Few exploit equivariant                          

architectures in SSL. 

• They use a predictor 𝑝𝜓 s.t. ෡𝑧𝑖
′ = 𝑝𝜓 𝑧𝑖 , 𝑔𝑟𝑒𝑙 , 

• produce ad hoc representations that are 

hard to interpret and manipulate, 

• rely on architectures (e.g., CNNs) that are not 

naturally equivariant, and

• add extra complexity via extra modules.



LEVERAGE CAPSULE NETWORKS’ INDUCTIVE BIASES

4

Using routing based on agreement of part-

whole relationships, naturally encode both:

• the existence of an entity (invariance), and

• its instantiation parameters (equivariance).

Inductive 

biases

• We directly leverage capsules’ 

equivariant properties,

• gain intuitive control and interpretability of 

the representations (4x4 pose matrices), 

• and keep a streamlined framework.

Most equivariant SSL (e.g., SIE, EquiMod) enforce 

equivariance via objective functions/predictor.

• Few exploit equivariant                          

architectures in SSL. 

• They use a predictor 𝑝𝜓 s.t. Ƹ𝑧 = 𝑝𝜓 𝑧′, 𝑔𝑟𝑒𝑙 , 

• rely on architectures (e.g., CNNs) that are  

not naturally equivariant, and

• produce ad hoc representations that are 

hard to interpret and manipulate, 

• add extra complexity via extra modules.

✓

✓

✓
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• To reduce computation, rely on the non-iterative self-routing [2] algorithm.

• The activation vectors encode transformation-invariant properties

• The pose matrices capture transformation-equivariant properties. .

[2] Taeyoung Hahn, Myeongjang Pyeon, and Gunhee Kim. Self-routing 
capsule networks. In NeurIPS, 2019.
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ℒ𝑒𝑞𝑢𝑖 =
1

𝐵
∑

𝑖=1

𝐵 𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖

𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖 𝐹

−
𝑍𝑖,𝑝𝑜𝑠𝑒

′

𝑍𝑖,𝑝𝑜𝑠𝑒
′

𝐹
2

2

.
This direct manipulation in the latent 

space removes the need for a predictor.



EQUICAPS: PREDICTOR-FREE POSE-AWARE SSL

7

ℒ𝑒𝑞𝑢𝑖 =
1

𝐵
∑

𝑖=1

𝐵 𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖

𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖 𝐹

−
𝑍𝑖,𝑝𝑜𝑠𝑒

′

𝑍𝑖,𝑝𝑜𝑠𝑒
′

𝐹
2

2

.

ℒ𝑖𝑛𝑣 = 𝐻(𝑍𝑎𝑐𝑡, 𝑍𝑎𝑐𝑡
′ ).
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ℒ𝑒𝑞𝑢𝑖 =
1

𝐵
∑

𝑖=1

𝐵 𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖

𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖 𝐹

−
𝑍𝑖,𝑝𝑜𝑠𝑒

′

𝑍𝑖,𝑝𝑜𝑠𝑒
′

𝐹
2

2

.

ℒ𝑀𝐸−𝑀𝐴𝑋 = 𝐻 𝑍𝑎𝑐𝑡 + 𝐻 𝑍𝑎𝑐𝑡

′
.

ℒ𝑖𝑛𝑣 = 𝐻(𝑍𝑎𝑐𝑡, 𝑍𝑎𝑐𝑡
′ ).
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ℒ𝑒𝑞𝑢𝑖 =
1

𝐵
∑

𝑖=1

𝐵 𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖

𝑍𝑖,𝑝𝑜𝑠𝑒 ∙ 𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖 𝐹

−
𝑍𝑖,𝑝𝑜𝑠𝑒

′

𝑍𝑖,𝑝𝑜𝑠𝑒
′

𝐹
2

2

.
ℒ𝑟𝑒𝑔 𝑍𝑐𝑎𝑡 = 𝜆𝑉𝑉 𝑍𝑐𝑎𝑡 + 𝜆𝐶𝐶 𝑍𝑐𝑎𝑡  𝑤ℎ𝑒𝑟𝑒 

𝑉(𝑍𝑐𝑎𝑡) =
1

𝑑
∑

𝑗=1

𝑑

𝑚𝑎𝑥 0,1 − 𝑉𝑎𝑟(𝑍𝑐𝑎𝑡⋅,𝑗) , 

𝐶(𝑍𝑐𝑎𝑡) =
1

𝑑
∑

𝑖≠𝑗
𝐶𝑜𝑣(𝑍𝑐𝑎𝑡)𝑖,𝑗

2 .
ℒ𝑀𝐸−𝑀𝐴𝑋 = 𝐻 𝑍𝑎𝑐𝑡 + 𝐻 𝑍𝑎𝑐𝑡

′
.

ℒ𝑖𝑛𝑣 = 𝐻(𝑍𝑎𝑐𝑡, 𝑍𝑎𝑐𝑡
′ ).
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The overall loss is a combination:

ℒ𝐸𝑞𝑢𝑖𝐶𝑎𝑝𝑠 = 𝜆𝑖𝑛𝑣𝐻 𝑍𝑎𝑐𝑡 , 𝑍′
𝑎𝑐𝑡 + 𝐻 𝑍𝑎𝑐𝑡 + 𝐻 𝑍′𝑎𝑐𝑡

+  𝜆𝑒𝑞𝑢𝑖
1

𝐵
∑

𝑖=1

𝐵 𝑍𝑖,𝑝𝑜𝑠𝑒∙𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖

𝑍𝑖,𝑝𝑜𝑠𝑒∙𝑝𝑦 𝑔𝑟𝑒𝑙,𝑖 𝐹

−
𝑍𝑖,𝑝𝑜𝑠𝑒

′

𝑍𝑖,𝑝𝑜𝑠𝑒
′

𝐹 2

2

+ ℒ𝑟𝑒𝑔 𝑍𝑐𝑎𝑡  + ℒ𝑟𝑒𝑔 𝑍𝑐𝑎𝑡 .

EquiCaps can theoretically 

handle any transformation 

which can be expressed as 

a matrix without 

architectural changes.
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3DIEBENCH-T: INVARIANT-

EQUIVARIANT BENCHMARK

• Extends 3DIEBench from SO(3) to SE(3), 

increasing task complexity.

• Comprises: 

• 2,623,600 images 

• 55 classes 

• rendered from 52,472 

ShapeNetCoreV2 3D models

• under 50 (simultaneous SE(3) + 

colour) transformations per model.
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QUANTITATIVE RESULTS
Pre-train for rotation equivariance only
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QUANTITATIVE RESULTS
Pre-train for rotation & translation equivariance
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QUALITATIVE RESULTS
𝑘-NN representation retrieval
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QUALITATIVE RESULTS
𝑘-NN representation retrieval
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• EquiCaps (predictor-free equivariance)

• Capsule-based projector

• Controllable and interpretable latent space

• 3DIEBench-T (SE(3) benchmark)

• Extensive experiments

• SOTA on rotation and translation prediction among the equivariant baselines

• Capsule architectures show improved generalisation under combined SE(3) 

transformations and in transfer learning (including object detection)
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