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Context & Problem Statement

▪ Machine Unlearning (MU):
▪ Developed to comply with privacy rights like the “right to be forgotten” (GDPR).

▪ Exact unlearning = Retraining from scratch without the unwanted data—but that is very computationally 
expensive.

▪ Approximate unlearning methods aim to remove data influence more efficiently, by finetuning the initial 
model.

▪ Competing Objectives:
▪ In practice, two objectives:

▪ Forget specific data (reduce the model’s reliance or memory of it).

▪ Retain performance on remaining data.

▪ Contradictory gradient updates → can cause gradient conflict, slow or prevent proper unlearning.



Preliminary

▪ Standard Machine Unlearning Objective:

▪ Typical approach combine the losses:

▪     (retain loss) ensures performance (utility) on the retain set       .

▪     (forget loss) pushes the model to “unlearn” the forget set       .

▪     balances the two objectives.

▪ Issue: When             and            point in opposing directions, updates can cancel each other’s effect. 



Our Proposition
Naïve Unlearning



Our Proposition
Learning to Unlearn while Retaining (LUR)

▪ LUR Formulation:

▪ Key Idea: Treat forgetting as the higher-level objective and retaining as the lower-level objective in a two-step update.

▪ Implementation:

▪ Intermediate step: Update      a little (with step      ) using        .

▪ Final Update: Evaluate       at       (which accounts for the “retain” direction) and update     . 

Formally:



Our Proposition
Gradient Analysis

▪ Gradient with respect to     :



Our Proposition
Gradient Analysis

▪ Gradient with respect to     :



Our Proposition
Insight

▪ Why does it help?

▪ The model “anticipates” how forgetting will affect retention and implicitly promotes alignment of           with            .

▪ Mathematically shown via implicit gradient product regularization:

▪ Encourages maximizing the inner product                                       , reducing gradient conflicts.



Our Proposition
Learning to Unlearn while Retaining



Quantitative Results
Experiments: Classification & Generative Models

▪ Classification: Random data forgetting on CIFAR-10 and CIFAR-100

  



Quantitative Results
Experiments: Classification & Generative Models

▪ Classification Class-wise forgetting on CelebA-HQ-FIR (face recognition benchmark)

  



Quantitative Results
Experiments: Classification & Generative Models

▪ Generative Models: Diffusion (Stable Diffusion)



Qualitative Results



Qualitative Results



Conclusion & Future Directions

▪ Main Contributions:

▪ LUR framework aligns conflicting gradients for retain vs. forget → fosters a more robust approximate 
unlearning.

▪ Implicit Gradient Product Regularization elegantly emerges from the two-step update.

▪ Demonstrated wide applicability (discriminative and generative tasks), consistently improving over baseline 
and current MU methods.

▪ Looking Ahead:
▪ Potential for multi-concept unlearning, language model unlearning, and other multimodal settings (VLMs).
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