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Before Adaptation After Adaptation

To explore samples in OOD regions of the input data space, to which we assign high energy 
values, we apply adversarial perturbations using the Fast Gradient Sign Method (FGSM).
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We propose to reformulate TTA as energy minimization, positing that minimizing energy of OOD 
predictions will improve their fidelity by aligning them back to those of the source data distribution.

Q: How can we quantify distributional (mis)alignment during test-time in an unsupervised way?
Q: How can we utilize the quantified distributional shift to perform test-time adaptation?

A: We train energy-based models (EBMs) that assign a value called energy to each input 
sample, where lower values indicate higher likelihood that it belongs to the source distribution.

Image Projected Point Cloud Dense Prediction

Using an energy model, we can quantify and maximize distributional alignment, i.e., minimize energy.
To do so, we update a layer of the depth completion model in an end-to-end differentiable manner.
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Across indoor and outdoor adaptation settings, ETA improves over ProxyTTA 
by 7.75% and 6.15%, and over TEA by 41.6% and 23.1% in MAE and RMSE.

Predictions

Test-Time Adaptation is the task of adapting a 
pretrained source model to the target domain, 
using only a single epoch, in an unsupervised 
manner, i.e., without accessing the source data.Target only A single 
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Depth Completion is the egocentric task of reconstructing 3D scenes in the form of dense depth maps
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