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ReCamMaster: Camera-Controlled 
Generative Rendering from A Single Video



Recapture a video with new camera trajectories



https://jianhongbai.github.io/ReCamMaster/

https://jianhongbai.github.io/SynCamMaster/










Given a source video and a target camera trajectory, we aim to
synthesize a target video sharing the same dynamic scene (4D
consistent) and adhering to the input trajectory.
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How to inject conditions?
How to obtain training data?

4D Consistent



Transformer-based latent diffusion model as the base model.



Ø 3D consistency can be learned without explicit 3D supervision.

2D Context

Video Generator

Noise3D 
Supervision

Output

(a) Previous Methods (b) Ours

Video Generator

Noise

Output

How to inject conditions?

Ø Video generators are effective in-context learners, in-context
conditioning achieves better performance.



In-context conditioning is much more effective.





What kind of data do we need?

Our Solution: Rendering with Synthetic Data Engine

Hard to collect in 
the real world!

Data Curation

3. Diverse camera trajectories.

2. Multi-camera synchronized.

1. Video and camera parameters.



(a) 3D Environments (b) Characters

(c) Animations (d) Camera Trajectories

The MultiCamVideo Dataset is a multi-camera synchronized video dataset 
rendered using Unreal Engine 5. 

Data Curation



MultiCamVideo Dataset (open source on HuggingFace)

















1. The video generation model can understand the 4D scene and
can be used as a renderer to generate 3D/4D-consistent content
(towards spatial intelligence and world models).

Boarder Impacts & Takeaway Messages

Code and dataset are open source.

2. Learning with minimal 3D bias can be easier to scale up and
have better performance (e.g., Genie3, RTFM, etc.).

3. In-context conditioning is effective for transformer-based
generative models, it could be generalized to more tasks.



Thanks for your attention! 


