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Introduction

The impressive capabilities of text-to-image (T2I) models often come at the cost of larger model sizes and 
higher computational expenses.



Introduction

However, not all user requests require the most powerful model.
In some cases, smaller models can produce results that are comparable, or even superior.



Introduction

Therefore, a router that intelligently directs user requests between lightweight edge models and large-
scale cloud models is essential.



Problem Formulation

Our routing objective is to maximize generation quality while minimizing generation overhead.

This overhead can be approximated by the proportion of requests routed to the cloud.



Routing Objective

We use multi-dimensional quality metrics to address the subjectivity of image quality.

We rebalance quality trade-offs based on their relative distances.



Overview of RouteT2I

Overview of RouteT2I.



Routing Model

Architecture of a dual-gate MoE that uses the token selection gate as the gate network.

The routing model replaces the standard FFN in Transformer with a dual-gate MoE.



Experiment

Visualization of our RouteT2I selection results



Experiment

Comparisons with State-of-the-Art Methods



Experiment

Cost saving under a given performance  target



Thanks for listening!


