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Background & Motivation

• Text-to-image generation is widely used

• Autoregressive (AR) + next-scale prediction → strong quality & scalability

• Challenge: high-resolution stages involve thousands of tokens → expensive computation
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Related work of token reduction

• Token Selection: keep only the most important tokens

• rank tokens by attention/saliency, drop the rest

• Limitation: unsuitable for generative models → tokens are highly interdependent

• Token Merging: reduce redundancy by combining similar tokens

• cluster tokens or merge by similarity

• Limitation: clustering & similarity search very costly at high resolution → 

impractical for generation
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Emprical Insights

• Residuals concentrate on high-frequency regions (edges, textures)

• Low-frequency regions remain largely unchanged → redundancy

Observation 1: Residuals at high-resolution stages have minimal impact on low-freq regions
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Emprical Insights

• Block 16 → focuses more on high-frequency regions (e.g., contours, edges)

• Block 21 → emphasizes low-frequency regions (e.g., background)

• Insight: Block choice determines which regions are emphasized → enables dynamic distinction of high-

vs. low-frequency regions

Observation 2: Different blocks in next-scale prediction models focus on distinct regions
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Method Overview

SparseVAR:

• Dynamic exclusion of low-frequency tokens

• Retaining anchor tokens for quality consistency

• Plug-and-play: no retraining required
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Dynamic Exclusion

• Start from stage P

• Compute MSE change at a specific block

• Tokens below threshold τ → excluded
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Keep anchor tokens

• One anchor per α×α grid

• Excluded tokens copy predictions from nearest anchor

• Maintain global fidelity



9

Performance on GenEval and DPG

• Infinity-2B: up to 2× faster, minimal quality drop

• HART-0.7B: ~25% faster, negligible degradation
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Performance on Human Preference

• Human evaluations show consistent quality

• ~50% latency reduction
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Ablation Studies

• Anchor tokens → essential for quality

• τ & P → control quality-speed trade-off

• Block selection matters (16th block best)
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Visualizaitons
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Conclusion

• SparseVAR: frequency-aware plug-and-play acceleration

• Efficient high-resolution autoregressive generation

• Future: broader autoregressive tasks, adaptive anchor strategy

Thanks for listening!

Paper: https://arxiv.org/abs/2507.20454
Code: https://github.com/Caesarhhh/SparseVAR

https://arxiv.org/abs/2507.20454
https://github.com/Caesarhhh/SparseVAR
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