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Background

Generalized category discovery can be seen as semi-supervised learning in open scenarios, where 

data is divided into labeled and unlabeled parts. The labeled part contains only old class samples, 

while the unlabeled part contains both old and new class samples.

Reference：Generalized Category Discovery-CVPR 2022
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Background

SimGCD combines representation learning 

with classifier learning and integrates self 

distillation algorithm to process unlabeled 

data. The algorithm framework is simple and 

effective.



The existing research methods mainly utilize other smi-supervised/unsupervised learning techniques 

to improve the learning of unlabeled data

Background



Motivation: Distracted Attention

Starting point: Why does unlabeled 

data have poor learning performance

Reason: There is label guidance for 

labeled data, while unlabeled data may 

use backgrounds with small changes as 

classification shortcuts, leading to model 

attention drift.



Method 

Add TIME module to the first 

11 layers of blocks for 

importance measurement, 

generate clipping masks in 

TAP as input to the last layer 

of blocks, and pool the output 

of the last layer to generate 

feature input Head.



TIME (Token Importance Measurement Module)

Method 

Importance measurement ：

Token aggregation:



Method 

多尺度融合：

Token裁剪：

The TAP module fuses the TIME outputs of the 

first 11 layers and uses a threshold to generate a 

Token Mask, which is then input into the last 

layer block to block the clipped Token from 

participating in attention calculation.



Experiments Results

Fine-grained Datasets

Integrating our method into existing advanced 

methods still achieved significant improvement.



Experiments Results

Due to the good performance achieved by SimGCD on the general dataset, the 

model is less affected by background interference.



Experiments Results

The importance of multi-scale pruning



Experiments Results

Single view pruning can be seen as an alternative form of 

data augmentation
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