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* TL;DR: An One-Step/Equi-partition Clustering Strategy for Vision Tokens for
Vision and MLLM.
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(b) SEC for vision language
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* Motivation:
 Slide window partition ignores the semantic information.
 Iterative methods such as k-means are too slow.
* We need a fatser and better one.
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e Method: Utilize the Transformer’s charactic.
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= Qlidz], K* = K[idz], V* = V[idz].
Y,, = Attn (Qma Km7 Vm) .
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- MLLM
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Model Connector V-T Num Time Speed TextVQA GQA VQAvV2

LLaVA-1.5 MLP 576+1 194s 1.0x 58.2 62.0 78.5
LLaVA-1.5+Resampler Resampler 288+1 126s 1.5x 52.1 56.8 76.0
LLaVA-1.5+EViT MLP+EViIiT 288+1 126s 1.5% 54.6 60.0 719
LLaVA-1.5+SEC MLP+SEC 288+1 126s 1.5x 60.1 63.5 78.9
LLaVA-1.5+Resampler Resampler 256+1 116s 1.7x 51.6 56.0 75.2
LLaVA-1.5+Pool MLP+Pool 256+1 116s 1.7x 52.4 57.6 76.4
LLaVA-1.5+EViT MLP+EViT 256+1 116s 1.7x 52.8 59.6 77.1
LLaVA-1.5+SEC MLP+SEC 256+1 116s 1.7x 59.6 63.2 78.6
LLaVA-1.5+Resampler Resampler 192+1 102s 1.9% 50.1 55.2 74.3
LLaVA-1.5+EViT MLP+EViT 192+1 102s 1.9x 51.6 58.6 76.3
LLaVA-1.5+SEC MLP+SEC 192+1 102s 1.9x% 57.7 62.7 78.4
LLaVA-1.5+Resampler Resampler 144+1 94s 2.1x 47.6 54.6 72.0
LLaVA-1.5+Pool MLP+Pool 144+1 94s 2.1x 50.0 56.2 73.6
LLaVA-1.5+EViT MLP+EViIT 144+1 94s 2.1x 51.2 58.0 76.0
LLaVA-1.5+SEC MLP+SEC 144+1 94s 2.1x 56.8 62.0 78.0
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o ML LM Model | LLM | Connector | V-TNum | Res | TextVQA GQA  VQAvV2  VisWiz  SQA;,, | Speed (D)
7B LLM
Shikra [5] Vicuna-7B MLP 257 224 - - 774 - - -
IDEFICS-9B [28] LLaMA-7B | Cross Attn 257 224 - 384 50.9 355 - -
Qwen-VL [1] Qwen-7B Resampler 256 448 - 59.3 78.8 35.2 67.1 -
Qwen-VL-Chat [1] Qwen-7B Resampler 256 448 - 57.5 78.2 38.9 68.2 -
LLaVA-1.5 [36] | Vieuna-7B | MLP | 577 | 336 | 582 62.0 78.5 50.0 668 | 1.0x
LLaVA-1.5+SEC (ours) | Vicuna-7B | MLP+SEC | 257 | 336 | 59.6 63.2 78.9 52.8 696 | 17x
13BLLM
InstructBLIP [8] Vicuna-13B Q-Former 32 224 - 49.5 - 334 63.1 -
BLIP-2 [30] Vicuna-13B | Q-Former 32 224 - 41.0 410 19.5 61.0 -
LLaVA-1.5 [36] | Vicuna-13B |  MLP | 577 | 336 | 612 63.3 80.0 53.6 716 | 1.0x
LLaVA1.5+SEC (ours) | Vicuna-13B | MLP+SEC | 257 | 336 | 623 64.3 80.0 54.7 720 | 1.8x
Model | LLM | Connector | V-TNum | Res | POPE MMB MM-Vet | Speed (1)
7B LLM
MiniGPT-4 [60] Vicuna-7B Resampler 32 224 722 243 22.1 -
mPLUG-OwI2 [57] LLaMA2-7B Resampler 32 224 494 - -
LLaMA-AdapterV2 [14] LLaMA2-7B LLaMA-Adapter 257 224 - 41.0 314 -
Shikra [5] Vicuna-7B MLP 257 224 - 58.8 - -
Qwen-VL [1] Qwen-7B Resampler 256 448 - 38.2 - -
Qwen-VL-Chat [1] Qwen-7B Resampler 256 448 - 60.6 - -
LLaVA-1.5 [35] | Vicuna7B | MLP | 577 | 336 | 861 643 3L | Lox
LLaVA1.5+SEC (ours) Vicuna-7B MLP+SEC | 145 | 33 | 861 68.4 317 | 21x
13BLLM
MiniGPT-4 [60] Vicuna-13B Resampler 32 224 - - 244 -
BLIP-2 [29] Vicuna-13B Q-Former 32 224 853 - 224 -
LLaVA-1.5 [35] | Vicuna-13B | MLP | 577 | 336 | 862 677 361 | 10x
LLaVA-1.5+SEC (ours) Vicuna-13B MLP+SEC | 145 | 336 | 864 69.2 373 | 22x
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Thanks!
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