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CleanPose: Category-Level Object Pose Estimation
via Causal Learning and Knowledge Distillation
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» Motivation (a) Existing approaches affected by data bias

E Data Bias
¥ ' | (Confounders)

Inferance

Traning COPE COPE .
Model Model

Pose & Size

Repeated Samples

&
Limited Variety

Training
set

_—_H

* The Iinherent biases are pervasive Iin current datasets,
e.q., repeated training samples and limited pose variety,
which may mislead COPE models to overfit to familiar
object’'s appearance and poses during data fitting.

* The dataset's scale is still significantly constrained by the (b) Our proposed causal learning pipeline
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(a) Overview Framework
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* For the first time, we propose to leverage causal inference and a residual-based
knowledge distillation to alleviate the negative effects raised by confounders.

October 21st, 2025



HONOLULL
HAWRI

[0 Structural Causal Model [0 Knowledge Distillation ICEV

0CT13-23, 2025

Hidden Confounder

D
3D Tp
Encoder i
— i
— ] 1 [
@ \ULIP / __»| Knowledge | ___. |
N Distillation
RGBD Input Mediator Oquu Pose o .
F (<] (<] [2]
AvgPool O 3 O xXu
« X' > M — Vfront door path): Human (L] ~(J» s er
. . . g [Of |3 |
first recognize the keypoints, and then FoHE |
determine the pose. A ;
* X « U — Y(hidden confounders): The | B
confounders are extraneous variables L = Z ULIP _¢( avg )
. . KD P P
that influence both inputs and outputs. B 5 ,

October 21st, 2025



HONOLULL
HAWRI

0 Front-door Adjustment Causal Inference ICEV

0CT13-23, 2025

P(y, X m,u)=P(u)P(m | X)P(y | m,u)P(X | u)

b) Causal Inf _ )
P(y, m,u| do(X)):P(u)P(m \ X)P(y \m,u) (b) Causg n S __Multi-head E_
Do- upem’rlun ya 0| C 0
—"'[ Linear }—6 Self-Attn ,,."" .
Training [ L r L c

Linear &
: Sigmoid

SE.'I' i

B —F[ Linear

F i

P(y | do(?()) = Zm:P(m | X);P(y | m,u)P(u)

ZZP(m ‘ X)Zzp(y ‘ m’u)P(u‘ X)P(X) Ex’rmc’r and Sample Sm"‘n D MUITi_hEﬂd‘w e

O
m X u _ #'_.,:,.-—_,_-"{'#? ":ﬁ B e
=>» P(x"))) P(Y |mx"\P(m|X ‘s ’ Cross-Attn | |)—
2. P(x") 2. P( )P( ) ‘oL ti:iIi‘E—ﬁ: Jiads
: D =

/ _
_ _ 7
— K, K ' —IK? ' n
— HxHmx _P(y | X ’m)_ 4x [x ] “m|x [m]

October 21st, 2025



HouseCat6D
ToUBO0

78
72

65

14
18

22

HouseCat6D
Hh°Hem

VI-Net (ICCV'23)

AG-Pose (CVPR'24)

[0 Quantitative Results

REAL275
he2cm
60
REAL275
1 Hh°Bem

66

ES 63

59

REALZ275
58 10°2cm
62
REAL275
ToU75*
SecondPose (CVPR'24)

CleanPose (ours)

ILLV

0CT13-23, 2025

“ HONOLULL
HAWRI

Methods Venue/Source Shape Prior ToU7:71 5°2cem? 5°5cm? 10°2cm? 10°5cm?t

DPDNJ[19] ECCV’22 v 54.0 46.0 50.7 70.4 78.4

MH6D[26] TNNLS’ 24 v 54.2 53.0 61.1 72.0 82.0

GCE-Pose[17] CVPR’25 v - 57.0 65.1 75.6 86.3

HS-Pose[56] CVPR’23 X 39.1 45.3 549 68.6 83.6

VI-Net[20] ICCV’23 X 48.3 50.0 57.6 70.8 82.1

CLIPose[23] TCSVT 24 X - 48.5 58.2 70.3 85.1

GenPose[52] NeurIPS’23 X - 52.1 60.9 72.4 84.0

SecondPose[3] CVPR’24 X 49.7 56.2 63.6 74.7 86.0

AG-Pose[22] CVPR’24 X 61.3 57.0 64.6 75.1 84.7

CleanPose (ours) X 62.7 61.7 67.6 78.3 36.3
Methods ‘ ToUzs | 5°2cm  5°5em  10°2cm 10°5em Methods ToUss ToUsp|5°2em 5°5em 10°2em 10°5em
HS-Pose[56] . | 733 805 804 894 2?:—5?[2] " gj-g ’;‘3-2 :: j-é :;; g;g

~ - -I"0OSC . . J.. . . .

CLIPose(25] /48 822 &0 9L2 VI-Net[20] 80.7 564 | 84 103 205  29.1
GeoReF|[57] 792 1 779 840 838 905 SecondPose[3] | 83.7 66.1 | 11.0 134 253 357
AG—PDSE[ZZ] 81.2 79.5 83.7 87.1 02.6 AG-Pose[22] 88 1 769 | 213 E 51.3 54 .3
CleanPose (ours) ‘ 80.7 80.3 84.2 87.7 92.7 CleanPose (ours)| 89.2 79.8 | 224 24.1 51.6 56.5
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O lllustration of Debiasing
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 The qualitative results of AG-Pose and * The predictions of baseline model are clearly biased toward the
proposed CleanPose shows that our method training set distributions, while the debiased model primarily

achieves significantly higher precision. unaffected.
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» Conclusion and limitation

* We present CleanPose, the first solution that addresses the dataset biases in category-level
pose estimation from the perspective of causal learning.

 We formulate the modeling of crucial causal variables and develop a causal inference
framework in Category-level pose estimation task.

* We devise a residual knowledge distillation network to transfer unbiased semantics knowledge

from 3D foundation model, providing comprehensive causal guidance to achieve unbiased
estimation.

* Limitation: The investigate on the application of causal learning methods remains incomplete.
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Github Code
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