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 Motivation

• The inherent biases are pervasive in current datasets,
e.g., repeated training samples and limited pose variety,
which may mislead COPE models to overfit to familiar
object’s appearance and poses during data fitting.

• The dataset’s scale is still significantly constrained by the
cost of 3D data annotation. Moreover, achieving a
perfectly balanced dataset free of bias remains nearly
impossible.

• Therefore, the extension of datasets does not
fundamentally solve the hindrance, developing a causal
COPE models that can effectively confront and alleviate
biases becomes a primary challenge.
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 Contributions

• For the first time, we propose to leverage causal inference and a residual-based
knowledge distillation to alleviate the negative effects raised by confounders.
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 Structural Causal Model

• (front door path): Human
first recognize the keypoints, and then
determine the pose.

• (hidden confounders): The
confounders are extraneous variables
that influence both inputs and outputs.
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 Knowledge Distillation
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 Front-door Adjustment Causal Inference

( ) ( ) ( ) ( ) ( )
( )( ) ( ) ( ) ( )

, , , = | | , | 

, , | = | | ,

P m u P u P m P m u P u

P m u do P u P m P m u

     

    

( )( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) [ ] [ ]
'

' | ' |

|  = | | ,

| | , | 

' | , ' | 

| ', = ' +

m u

m x u

x m

x m x x m x

P do P m P m u P u

P m P m u P u P

P x P m x P m

P x m x m

=



=

=

∑ ∑

∑ ∑∑

∑ ∑

   

   

 

   



October 21st, 2025

 Quantitative Results 
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 Qualitative Comparison  Illustration of Debiasing

• The qualitative results of AG-Pose and
proposed CleanPose shows that our method
achieves significantly higher precision.

• The predictions of baseline model are clearly biased toward the
training set distributions, while the debiased model primarily
unaffected.



October 21st, 2025

• We present CleanPose, the first solution that addresses the dataset biases in category-level
pose estimation from the perspective of causal learning.

• We formulate the modeling of crucial causal variables and develop a causal inference
framework in Category-level pose estimation task.

 Conclusion and limitation

• We devise a residual knowledge distillation network to transfer unbiased semantics knowledge
from 3D foundation model, providing comprehensive causal guidance to achieve unbiased
estimation.

• Limitation: The investigate on the application of causal learning methods remains incomplete.
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