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Motivation: Why Fine-Grained 
Understanding?

Global captions miss object-level attributes and spatial relations.
High-quality fine-grained labels are costly; scaling is difficult.
We need hierarchical, multi-granularity scene representations.



Key Contributions

Self-bootstrapped pipeline (base VLM + RPN) for hierarchical annotations; 
no extra human labels.

Large-scale multi-granularity corpus (captions + QA) built automatically.

Improved performance across 20+ benchmarks and multiple task families.



OURO at a Glance

Two-stage framework: generate hierarchical data, then train jointly on 
global+local inputs.

Promotes interpretability via hierarchy and robustness via joint objectives.



Stage I — Multi-Level Scene Annotation 
(Intuition)

RPN proposes sub-regions; VLM describes each region.
Merge local descriptions back to parents for hierarchical captions.
Generate QA pairs from the hierarchical descriptions.



Stage II — Joint Bootstrapping Training

Input: full image + k sampled sub-regions per instance.
Objectives: caption loss + QA loss; shared encoder–decoder.
Balances global context with local details.



Data & Training Setup

Tasks: Captioning, General VQA, Scene-Text VQA, Document VQA.
LoRA rank, epochs, LR schedule, precision, hardware (fill from paper).

The Image Caption task utilizes datasets such as
COCO Caption [71], TextCaps [58], and Detailed Caption
with 404k samples. For General VQA, we make use of
VQAv2 [20], OKVQA [44], GQA [26], ScienceQA [42],
and VizWiz [24], collectively adding up to 306k sam_x0002_ples. The 
Scene Text-centric VQA task is supported by
datasets like TextVQA [59], OCRVQA [28], and AI2D [7],
which provide a total of 308k samples. For Doc-oriented
VQA, datasets such as DocVQA [47], ChartQA [45], In_x0002_foVQA 
[48], and others, with 423k samples, are employed.



Results — General VQA

OURO outperforms base and peer models on multiple general VQA datasets.
Highlight key numbers (e.g., OKVQA, VQAv2, VizWiz, GQA).



Results — Document-Oriented VQA and
Scene Text-Centric VQA

Strong results on DocVQA/ChartQA/InfoVQA/WTQ;



Visualization



Limitations & Future Work

Conciseness & alignment for long hierarchical captions.
From random sub-region sampling to policy-guided, interpretable selection.
Further optimize training/inference efficiency.


