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INTRODUCTION

What We Do
Achieve real-time, high-fidelity, and broader rendering perspective talking 
head synthesis from monocular videos.

Motivation
A highly practical talking 3D head avatar needs to meet the following 
technical requirements:
• Building from monocular talking videos, which are easier to obtain from 

consumers
• High real-time inference performance, high-fidelity rendering quality
• Visual quality from broader viewpoints
Early methods suffer from poor geometry, appearance quality, and inadequate 
rendering robustness across views,  due to direct adoption of Vanilla 3DGS in 
monocular scenarios.

Contribution
• Leverage generative priors and formulate the task as latent space navigation
• Propose a disentangled framework for audio-generator modality mismatch
• Introduce a masked cross-view supervision strategy to ensure disentangled 

learning

METHOD

Our goal is to find the optimal latent code 𝝎 in the generator’s space, conditioned on the given 
audio. We decompose 𝝎	into:
• 𝜔!"#: encodes a global canonical expression for a specific identity
• two sets of learnable blendshapes 𝐵$%&,	𝐵'(&: characterize the expression variations of the 

upper and lower face, respectively
Dual-audio encoders are employed to regress the blendshapes coefficients. 
In training stage, we sometimes generate a non-existent head by combing the lip code from one 
audio and the expression code from another, and render the 3DGS head under each audio-
correlated viewpoint, and apply region-specific supervision focusing on the upper/lower face, 
respectively.
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CONCLUSION
Novel-view self-driven Unseen audio clip

• We introduce DGTalker, a novel framework for real-time, high-fidelity 
audio-driven Gaussian talking head synthesis.

• DGTalker achieves SOTA performance with extra controllability.

Novel-view self-driven Generalize to unseen audio


