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Motivation

• Learning with noisy labels is a crucial task for training accurate deep neural 

networks. Robust loss function is a popular approach to solve this problem.

• Active Passive Loss (APL) jointly optimizes an active and a passive symmetric 

loss to mutually enhance the overall fitting ability.

• Asymmetric losses,  a new class of robust loss functions, possess superior 

properties compared to symmetric losses. 

• However, existing asymmetric losses are not compatible with advanced 

optimization frameworks such as APL.

 



Contributions

• We propose a novel asymmetric loss function, Asymmetric Mean Square 

Error (AMSE). We rigorously establish the condition for AMSE to satisfy noise-

tolerance.

• By incorporating the proposed AMSE into the APL framework, we introduce a 

novel approach called Joint Asymmetric Loss (JAL), which ensures robustness 

and enhances sufficient learning.

• The extensive results highlight the superiority of our method.



Preliminary

For a loss 𝐿(𝑓(𝒙), 𝑦) = ෌
𝑘=1

𝐾
𝓁(𝑓(𝒙)𝑘 , 𝑒𝑘):

• (Active Loss Function) 𝐿𝑎𝑐𝑡𝑖𝑣𝑒  is an active loss function if ∀(𝒙, 𝑦) ∈

𝐷, ∀𝑘 ≠ 𝑦, 𝓁(𝑓(𝒙)𝑘 , 𝑒𝑘) = 0

• (Passive Loss Function) 𝐿𝑝𝑎𝑠𝑠𝑖𝑣𝑒  is a passive loss function if ∀ 𝒙, 𝑦 ∈

𝐷, ∃𝑘 ≠ 𝑦, 𝓁(𝑓(𝒙)𝑘 , 𝑒𝑘) ≠ 0

By combining the two different symmetric loss functions, APL can improve 

the fitting ability under the premise of ensuring robustness.



Preliminary

• Recently, asymmetric loss functions have been proposed, which are noise-

tolerant.

•  (Asymmetric Condition). On the given weights 𝑤1, … , 𝑤𝐾 ≥ 0 , 
where ∃𝑡 ∈ [𝐾], 𝑠. 𝑡. , 𝑤𝑡 > max

𝑖≠𝑡
 𝑤𝑖, a loss function 𝐿 is called asymmetric 

if 𝐿 satisfies

arg min
𝑓 𝒙

෍

𝑘=1

𝐾

𝑤𝑘𝐿 𝑓 𝒙 , 𝑘 = arg min
𝑓 𝒙

𝐿(𝑓(𝒙), 𝑡),

where we always have arg min 
𝑓(𝒙)

𝐿(𝑓(𝒙), 𝑡) = 𝒆𝒕.



Methodology

• In this paper, we extend the asymmetric loss function to a more complex 

passive loss scenario and propose the Asymmetric Mean Square Error (AMSE). 

• Asymmetric Mean Square Error (AMSE)

𝐿AMSE =
1

𝐾
∥ 𝑎 ⋅ 𝒆𝒚 − 𝑓 𝒙 ∥2

2

• Theorem (Noise-tolerant for AMSE). On the given weights 𝑤1, … , 𝑤𝐾, where 

𝑤𝑚 >  𝑤𝑛, and 𝑤𝑛 = max
𝑖≠𝑚

 𝑤𝑖 . The loss function 𝐿(𝑓(𝒙), 𝑦) =
1

𝐾
∥ 𝑎 ⋅ 𝒆𝒚 −

𝑓(𝒙) ∥𝑞
𝑞

= σ𝑘=1
𝐾 1

𝐾
|𝑎 ⋅ 𝑒𝑘 − 𝑓(𝒙)𝑘|𝑞, where 𝑞 >  0 and 𝑎 ≥ 1 are parameters, 

is asymmetric if and only if
𝑤𝑚

𝑤𝑛
≥

𝑎𝑞−1+σ𝑖≠𝑚
𝑤𝑖
𝑤𝑛

(𝑎−1)𝑞−1 ⋅ 𝕀(𝑞 > 1) + 𝕀(𝑞 ≤ 1).



Methodology

We integrate the proposed AMSE into the APL framework to enhance its 

performance, resulting in a novel approach called Joint Asymmetric Loss (JAL).

• By combining Normalized Cross Entropy (NCE), we have JAL-CE:

𝐿JAL−CE = 𝛼 ⋅ 𝐿NCE + 𝛽 ⋅ 𝐿AMSE

• By combining Normalized Focal Loss (NFL), we have JAL-FL:

𝐿JAL−FL = 𝛼 ⋅ 𝐿NFL + 𝛽 ⋅ 𝐿AMSE
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Thanks for your attention!

Any question? Please contact us!

Jialiang Wang:  cswjl@stu.hit.edu.cn
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