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Hello everyone. Today, I’ll be presenting **VisHall3D: Monocular Semantic Scene Completion from Reconstructing the Visible Regions to Hallucinating the Invisible Regions**, a work by **Haoang Lu et al.** from **Xi’an Jiaotong University**.
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In this presentation, I will first introduce the **motivation** behind our work, then walk you through the **pipeline** of VisHall3D. Next, I’ll show the **experiments** and results, and finally, summarize our **conclusions**.




Motivation

VisHall3D
Monocular SSC: Vision vs. Hallucination

Monocular SSC reconstructs 3D scenes from a 

single RGB image, demanding both accurate 

visible-surface modeling and plausible invisible-

region inference.

Existing single-stage methods entangle these 

tasks, causing feature entanglement and 

geometric inconsistency .
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Monocular SSC reconstructs 3D scenes from a single RGB image, demanding both accurate visible-surface modeling and plausible invisible-region inference.
Existing single-stage methods entangle these tasks, causing  feature entanglement  and  geometric inconsistency .





Motivation

Our Solution: 
Decoupling
We propose a two-stage framework: 
VisFrontierNet for visible regions, 
followed by OcclusionMAE for 
invisible ones.
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To address this issue, we propose a two-stage framework: **VisFrontierNet** for visible regions, followed by **OcclusionMAE** for invisible ones.




Pipeline

We propose VisHall3D, a two-stage monocular SSC 
framework that decouples vision and hallucination 
to reduce feature entanglement and geometric 
inconsistency.

 VisFrontierNet, a visibility-aware projection module that 
accurately traces the visual frontier by modeling the 
boundary between visible and invisible regions. 

 OcclusionMAE, a hallucination network that generates 
plausible geometries for invisible regions using a noise 
injection mechanism. 
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We propose **VisHall3D**, a two-stage monocular SSC framework that decouples vision and hallucination to reduce feature entanglement and geometric inconsistency.
It consists of two main components:

* **VisFrontierNet**, a visibility-aware projection module that accurately traces the visual frontier by modeling the boundary between visible and invisible regions.
* **OcclusionMAE**, a hallucination network that generates plausible geometries for invisible regions through a noise injection mechanism.




Pipeline

 Problem: Far distant depth prediction exhibits significant 
errors, and hard-lifting methods lead to inconsistencies 
between near and far feature

We propose Visual Frontier (Soft Lifting), a method that 
models uncertainty in depth prediction while preserving 

the network’s ability to hallucinate missing regions.

Hard Lifting Soft Lifting

Visual Frontier
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Far distant depth prediction exhibits significant errors, and hard-lifting methods lead to inconsistencies between near and far feature. To address this We propose Visual Frontier (Soft Lifting), a method that models uncertainty in depth prediction while preserving the network’s ability to hallucinate missing regions.




Experiment

• 3,834 train samples
• 815 validation samples 
• 3,992 test samples
• 20 valid classes
• 1 invalid class

Semantic-KITTI 
Comparison
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VisHall3D achieves state-of-the-art performance on both the SemanticKITTI and KITTI-360-SSCBench datasets.




Experiment

• 8487 train samples
• 1812 validation samples 
• 2566 test samples
• 19 valid classes

KITTI360-SSCBench 
Comparison



Experiment

• Ablation on architectural components

• Ablation on Visual Frontier • Ablation on MAE noise
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We conduct ablation studies on the architectural components, the Visual Frontier, and the noise in MAE. As shown in the figure, both **VisFrontierNet** and **OcclusionMAE** significantly improve the network’s performance.




Conclusion

In this paper, we 
proposed VisHall3D. 
VisHall3D sets a new 
standard for Monocular 
SSC, paving the way for 
more accurate and 
reliable scene 
understanding in various 
applications
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In this paper, we proposed VisHall3D. VisHall3D sets a new standard for Monocular SSC, paving the way for more accurate and reliable scene understanding in various applications




Thank You


	幻灯片编号 1
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11

